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Lecture of January 24, 2023

1. Derivations

1.1. Definition and first examples. Our goal will be to consider derivatives algebraically.

The usual notion of derivative of a function is a rule that turns certain real-valued or complex-valued

functions into other real-valued or complex-valued functions as follows: at a given point x, we take

f 1pxq “ lim
yÑx

fpyq ´ fpxq

y ´ x
.

This certainly gives us derivative functions on some rings, for example, the ring of infinitely-differentiable

functions on R:

C8pRq
d
dx
ÝÝÑ C8pRq

or the ring of entire functions, i.e., holomorphic, a.k.a. complex-differentiable, functions on the complex

plane:

HolopCq
d
dx
ÝÝÑ HolopCq.

Neither of these is the sort of ring that we usually consider in commutative algebra. In particular, neither is

Noetherian.

Using our familiar rules of differentiation, we might recall that the derivative of a polynomial is a poly-

nomial, and the derivative of a rational function is a rational function. So, we get derivatives on much more

manageable rings:

Rrxs
d
dx
ÝÝÑ Rrxs, Rpxq

d
dx
ÝÝÑ Rpxq, Crxs

d
dx
ÝÝÑ Crxs, Cpxq

d
dx
ÝÝÑ Cpxq.

To unlock some of the applications of derivatives, we would like to be able to do this as much as possible

over arbitrary rings. We might be optimistic about doing this for arbitrary polynomial rings at least, given

the examples above. To do it, we certainly must get rid of this limit approach, since moving around in fields

like Q or Fp we certainly will miss out on lots of limits. Of course, when we actually compute the derivative

of a real or complex polynomial, we don’t consider the limit definition anymore, but instead use rules of

derivative. Namely, we have a sum rule, a scalar rule, a product rule, a quotient rule, and a power rule, and

knowing all of these, we easily and limitlessly compute derivatives of any polynomial or rational function

over R or C. Since the quotient rule and power rule (mostly) follow from the product rule, we will hone in

on the first three for our definition of algebraic notion of derivative.

So, our first approximation of the definition of derivation, our notion of derivative, is a function B from a

ring R to itself that satisfies a sum rule, a scalar rule, and a product rule:

‚ Bpr ` sq “ Bprq ` Bpsq for all r, s P R,

‚ Bpcrq “ cBprq for all r P R and c “constant???”,

‚ Bprsq “ rBpsq ` sBprq for all r, s P R.

There is something we must change (“constant???”) and something else less clear we can/should change.

Let’s be openminded. If R is a ring, let’s let our constants be any reasonable set of elements of R: any

subring A of R. But let’s be even more openminded. Look at the right-hand sides above. To make sense of
1
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them we have to be able to add our outputs together and multiply them by ring elements, but we don’t have

to multiply them with each other. They don’t have to live in R—they just have to live in an R-module.

Definition 1.1. Let R be a ring and M be an R-module. A derivation from R to M is a function B : RÑM

such that

‚ Bpr ` sq “ Bprq ` Bpsq for all r, s P R,

‚ Bprsq “ rBpsq ` sBprq for all r, s P R.

If R is an A-algebra, then B is a derivation over A or an A-linear derivation if in addition

‚ Bparq “ aBprq for all a P A and r P R.

Remark 1.2. Recall that R is an A-algebra means that R is equipped with a ring homomorphism φ : AÑ R.

In this case, every R-module is also an A-module by restriction of scalars: am :“ φpaqm; i.e., for A to act

on M , just view elements of A as elements of R via φ and do the same action. This is what’s going on in

the right-hand side above. We’ll circle back to restriction of scalars soon.

1.1.1. Examples of derivations. Let’s consider some examples of derivations to buy into this notion.

First, let’s construct the “usual derivative” for a polynomial or a power series ring, and show it is a

derivation.

Definition 1.3. Let A be a ring and R “ Arxs a polynomial ring. We define d
dx : RÑ R by the rule

d

dx
p

d
ÿ

j“0

ajx
jq “

d
ÿ

j“1

jajx
j´1.

Similarly, for a power series ring, R “ AJxK, we define d
dx : RÑ R by the rule

d

dx
p

8
ÿ

j“0

ajx
jq “

8
ÿ

j“1

jajx
j´1.

Lemma 1.4. The functions d
dx : Arxs Ñ Arxs and d

dx : AJxK Ñ AJxK are A-linear derivations.

Proof. In either case, we have a well-defined function returning an object of the same type. The formulas

are the same in both cases, just allowing infinite formal sums for power series, so we’ll deal with both

simultaneously.

Take r “
ř

j“0 ajx
j , s “

ř

j“0 bjx
j , and c with aj , bj , c P A. Then

d

dx
pr ` sq “

d

dx
p
ÿ

j“0

paj ` bjqx
jq “

ÿ

j“1

jpaj ` bjqx
j´1 “

d

dx
prq `

d

dx
psq,

d

dx
pcrq “

d

dx
p
ÿ

j“0

pcajqx
jq “

ÿ

j“1

jpcajqx
j´1 “ c

d

dx
prq,

and

r
d

dx
psq ` s

d

dx
prq “ p

ÿ

i“0

aix
iqp

ÿ

j“1

jbjx
j´1q ` p

ÿ

j“0

bjx
jqp

ÿ

i“1

iaix
i´1q

“
ÿ

k“1

ÿ

i`j“k

paijbjqx
i`j´1 `

ÿ

k“1

ÿ

i`j“k

piaibjqx
i`j´1

“
ÿ

k“1

ÿ

i`j“k

kaibjx
i`j´1

“
d

dx
p
ÿ

k“0

ÿ

i`j“k

paibjqx
kq “

d

dx
prsq. �
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Note that we could have written the formula above as d
dx p

řd
j“0 ajx

jq “
řd
j“1 jajx

j´1 as well: it looks

like we have something illegal when j “ 0, but the coefficient of zero tells us to ignore it.

Proposition 1.5. Let A be a ring, tXλ | λ P Λu, and R “ ArXλ | λ P Λs be a polynomial ring. Then the

partial derivatives d
dXλ

given by the rule

d

dxλ
p
ÿ

α

aαX
αq “

ÿ

α

αλaαX
α´eλ

where α P NΛ is an exponent tuple and eλ is the unit vector in the λ coordinate, are A-linear derivations.

Similarly for the power series ring R “ AJXλ | λ P ΛK.

Proof. Consider R as R1rXλs, with R1 “ ArXµ | µ P Λ r tλus. Then d
dXλ

is just the “usual derivative” in

this polynomial ring over R1, so it is an R1-linear derivation of R. But since A Ď R1, this is an A-linear

derivation as well. �

So we can differentiate over any polynomial ring now, e.g., over R “ F2rxs. Let’s not neglect our original

derivatives.

Example 1.6. The standard derivatives

C8pRq
d
dx
ÝÝÑ C8pRq

and

HolopCq
d
dx
ÝÝÑ HolopCq

are R-linear and C-linear derivations, respectively.

We haven’t seen examples where we take derivations into “actual” modules yet. It turns out that this is

a natural thing to do. In fact, examples like this appear in calculus before derivations back into the ring!

Example 1.7. Let’s return to old-fashioned derivatives of C8 functions. Before we get derivatives of

functions as functions, we start with the notion of derivative at a point, which should just be a number.

Let’s try to realize “derivative at x “ x0” for some real number x0, which we’ll write as d
dx |x“x0

, as a

derivation on C8pRq. The target should be R:

d

dx
|x“x0

: C8pRq Ñ R,

so we need to view R as a C8pRq-module. A very x “ x0 flavored way of doing so is by the rule

f ¨ c “ fpx0qc.

Another useful way of thinking about this module structure is as the quotient C8pRq{mx0
, where mx0

is the

maximal ideal consisting of functions with fpx0q “ 0. Indeed, the evaluation at 0 map

evx0
C8pRq Ñ R

has kernel mx0
by definition, and if R has the module structure given above, this map is C8pRq-linear: if

f P C8pRq and c P R, then evx0
pfcq “ fpx0qc “ f ¨ c. Of course, if x0 changed, we would get a different

module structure.

Back to our derivative. Take f, g P C8pRq and c P R. Note that this c is an element of R Ď C8pRq as

opposed to R – C8pRq{mx0
. Then

d

dx
|x“x0

pf ` gq “
d

dx
|x“x0

f `
d

dx
|x“x0

g
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d

dx
|x“x0

cf “ c
d

dx
|x“x0

f

and by the product rule

d

dx
|x“x0

pfgq “ fpx0qp
d

dx
|x“x0

gq ` gpx0qp
d

dx
|x“x0

fq “ f ¨ p
d

dx
|x“x0

gq ` g ¨ p
d

dx
|x“x0

fq.

Lecture of January 26, 2023

Example 1.8. Other natural uses of derivatives actually take values in modules rather than the ring itself.

Let’s consider R “ C8pR3q, the ring of infinitely differentiable real valued functions from R3 to R, with

pointwise operations. One has a notion of gradient ∇ of a function:

fpx, y, zq ÞÑ
”

Bf
Bx

Bf
By

Bf
Bz

ı

.

The output is a vector of three functions in R, so this is a function ∇ : R Ñ R3. It follows from calculus

that this is an R-linear derivation.

Similarly, one sometimes talks about the total derivative of a function f P C8pR3q as

df “
Bf

Bx
dx`

Bf

By
dy `

Bf

Bz
dz.

This rule f ÞÑ df is a derivation from R to a free R-module with basis dx, dy, dz.

Example 1.9. Let’s try out a slightly more interesting ring. Let’s consider R “ Crx, ys{px2 ´ y3q and

try out d
dx on this ring. Of course, this is a quotient ring, so if this means anything, it means apply this

rule to an equivalence class and take the class of the result. But this is a problem, since 0 “ x2 ` y3 and
d
dx p0q “ 0 ‰ 2x “ d

dx px
2`y3q. So this derivation doesn’t even make sense, and in hindsight, perhaps it looks

a little bit silly to try. But we can actually get by with something surprisingly similar. Let’s write d
dx |p0,0q

for the rule
d

dx
|p0,0qpfq “

d

dx
pfqp0, 0q;

i.e., partial derivative with respect to x at the origin. It is in fact well-defined: we have

d

dx
|p0,0qpf ` px

2 ` y3qgq “
d

dx
|p0,0qpfq `

d

dx
|p0,0qppx

2 ` y3qgq

“
d

dx
|p0,0qpfq ` g|p0,0q

d

dx
|p0,0qpx

2 ` y3q ` px2 ` y3q|p0,0q
d

dx
|p0,0qpgq “

d

dx
|p0,0qpfq

and, along the same lines as previous examples, is a C-linear derivation to C, viewed as a module via the

rule f ¨ c “ fp0, 0qc.

Example 1.10. Let’s end with a boring example. For any A-algebra R and any R-module M , the zero map

is an A-linear derivation from R to M .

1.2. Properties of derivations. Let’s collect some basic properties of derivations. The first includes the

fact that constants go to zero.

Proposition 1.11. Let B : RÑM be a derivation.

(1) Bp0q “ Bp1q “ 0,

(2) Bp´rq “ ´Bprq,

(3) The kernel of B is a subring of R,

(4) For A Ď R, B is A-linear if and only if A Ď kerpBq.

Proof. (1) Bp0q “ Bp0` 0q “ Bp0q ` Bp0q, and Bp1q “ Bp1 ¨ 1q “ 1Bp1q ` 1Bp1q “ Bp1q ` Bp1q; in each case

we cancel.
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(2) 0 “ Bpr ´ rq “ Bprq ` Bp´rq, and move Bprq to the other side.

(3) If Bprq “ Bpsq “ 0, then Bpr ´ sq “ Bprq ´ Bpsq “ 0 and Bprsq “ rBpsq ` sBprq “ 0.

(4) If A Ď kerpBq, a P A, and r P R, then Bparq “ aBprq ` rBpaq “ aBprq, so B is A-linear; conversely,

if Bparq “ aBprq for all a P A and r P R, then rBpaq “ 0 for all a P A and r P R, and in particular

Bpaq “ 1Bpaq “ 0. �

Remark 1.12. It follows that every derivation of R into M is Z-linear since every derivation is linear over its

kernel, and its kernel is a subring.

There are lots of ways to make derivations out of other derivations.

Proposition 1.13. Let α, β : R Ñ M be derivations over A, t P R, and γ : M Ñ N be an R-module

homomorphism, and φ : S Ñ R an A-algebra homomorphism.

(1) α` β : RÑM is a derivation over A,

(2) tα : RÑM is a derivation over A,

(3) γ ˝ α : RÑ N is a derivation over A.

(4) α ˝ φ : S ÑM is a derivation over A.

Proof. In each case, the map under consideration is definitely A-linear, so we just need to check the product

rule.

(1) pα` βqprsq “ αprsq ` βprsq “ rαpsq ` sαprq ` rβpsq ` sβprq “ rpα` βqpsq ` spα` βqprq;

(2) tαprsq “ tprαpsq ` sαprqq “ rptαpsqq ` sptαprqq;

(3) pγ ˝ αqprsq “ γpprαpsq ` sαprqq “ rγ ˝ αpsq ` sγ ˝ αprq.

(4) pα ˝ φqprsq “ αpφprqφpsqq “ φpsqαpφprqq ` φprqαpφpsqq “ spα ˝ φqprq ` rpα ˝ φqpsq, where the last

equality is just recalling that M is a module by restriction of scalars. �

Definition 1.14. Let R be a ring, and M be and R-module. We set DerRpMq to be the module of derivations

of R into M . If R is an A-algebra via φ : R Ñ M , we set DerR|ApMq or DerφpMq to be the module of

A-linear derivations of R into M .

These are R-modules as a consequence of the proposition above.

Example 1.15. If A is a ring and R “ Arx1, . . . , xns is a polynomial ring over A, then for any f1, . . . , fn P R,

řn
i“1 fi

d
dxi

: R // R

r � // řn
i“1 fi

dr
dxi

is an A-linear derivation on R.

If M is an R-module, then for any m1, . . . ,mn PM , the map

mi
d
dxi

: R // M

r
� // dr

dxi
mi

is an A-linear derivation, since it is the composition of the derivation R
d
dxi
ÝÝÑ R and the R-linear map

R
m
ÝÑM ; adding these, the map

řn
i“1mi

d
dxi

: R // M

r � // řn
i“1

dr
dxi

mi
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is an A-linear derivation.

Example 1.16. Let’s jack this example up. Let A be a ring, R “ ArXλ | λ P Λs a polynomial ring over A,

and tfλ | λ P Λu a sequence of elements in bijection with the variables then the formal sum

ÿ

λPΛ

fλ
d

dXλ
: RÑ R

given by r ÞÑ
ř

λPΛ fλ
dr
dXλ

gives a well-defined map, since any r P R involves at most finitely many variables,

and hence dr
dXλ

“ 0 for all but finitely many λ P Λ. This map is an A-linear derivation. Indeed, A-linearity

is striaghtforward. To check the product rule, take r, s P R; between the two, they involve only finitely many

variables, and for these elements, the formula for this derivation agrees with the rule for the finitely many

variables involved. By the last example, the product rule holds.

Similarly, for any R-module M and Λ-tuple of elements of M , there is a derivation

ÿ

λPΛ

mλ
d

dXλ
: RÑM

given by f ÞÑ
ř

λPΛ
d

dXλ
mλ.

We would like to compute modules of derivations in some examples. The following lemma will help us

recognize when we’re done.

Lemma 1.17. Let R be an A-algebra and tfλ | λ P Λu be a generating set of R as an A-algebra. Let M be

an R-module. Then any A-linear derivation on R is determined by the images of fλ. That is, α, β : RÑM

are A-linear derivations with αpfλq “ βpfλq for all λ, then α “ β.

Proof. We need to show that αprq “ βprq for any r P R. Any element of R can be written as a sum of

monomial expressions in the f 1s; i.e., a sum of terms of the form r “ afµ1

λ1
¨ ¨ ¨ fµnλn with a P A so it suffices to

show that α and β take e same value on such a monomial r. We proceed by induction on k “ µ1 ` ¨ ¨ ¨ ` µn.

When k “ 0, r P A so αprq “ 0 “ βprq. For the inductive step, take k ą 0, so WLOG µ1 ‰ 0; then r “ r1fλ1 ,

and

αpr1fλ1q “ r1αpfλ1q ` fλ1αpr
1q

and likewise for β. By the starting assumption, αpfλ1q “ βpfλ1q and by the induction hypothesis αpr1q “

βpr1q. The equality follows. �

Theorem 1.18. Let A be a ring and R “ ArXλ | λ P Λs be a polynomial ring over A. For any R-module

M , the map
ś

ΛM
µ // DerR|ApMq

pmλqλ
� // řmλ

d
dXλ

is an isomorphism.

Proof. Consider the map ν : DerR|ApMq Ñ
ś

ΛM given by α ÞÑ pαpXλqqλPΛ. The previous lemma shows

that ν is injective. On the other hand,

pν ˝ µqpmλqλ “ pp
ÿ

λ

mλ
d

dXλ
qpXλqqλ “ pmλqλ.

Thus, µ is injective. Then µ must be an isomorphism. Indeed, ν “ pνµqν “ νpµνq and ν injective implies

µν is the identity as well. �
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Lecture of January 31, 2023

We can give a description the derivations on any ring now.

Proposition 1.19. Let R be an A-algebra. Write R “ S{I with S “ ArXλ | λ P Λs and I “ pfγ | γ P Γq.

Let M be an R-module. Then every A-linear derivation B from R to M can be written in the form

ř

λPΛmλ
d
dxλ

r “ rss ÞÑ
ř

λ
d
dxλ
psqmλ

for some unique pmλqλ P
ś

ΛM . A tuple of elements pmλqλ induces a well-defined derivation from R to M

if and only if the corresponding derivation rB : S ÑM has rBpfγq “ 0 for all γ.

Proof. Let π : S Ñ R be the quotient map. Given an A-linear derivation B : R Ñ M , there is an A-

linear derivation π ˝ B : S Ñ M that can be written in the form above by the previous theorem, so any

derivation has this form. Since derivations are addition, such a derivation is well-defined so long as rBpIq “ 0.

This certainly implies that rBpfγq “ 0 for all γ; conversely, any element of I can be written as
ř

i sifi and
rBp
ř

i sifiq “
ř

i si
rBpfiq `

ř

i fi
rBpsiq, and the first sum is zero by hypothesis and the second since M is an

R-module which is necessarily killed by I. �

Example 1.20. Let’s find some C-linear derivations on R “ Crx,ys
x2`y3 to itself. Any such derivation must be

a map of the form B “ r1
d
dx ` r2

d
dy where rB “ r1

d
dx ` r2

d
dy : Crx, ys Ñ R has rBpx2 ` y3q “ 0, or just as well

B1 “ r11
d
dx ` r

1
2
d
dy : Crx, ys Ñ Crx, ys has B1px2 ` y3q P px2 ` y3q. Since B1px2 ` y3q “ 2xB1pxq ` 3y2B1pyq, we

must have 2xr11 ` 3y2r12 P px
2 ` y3q. Here are a couple:

3x
d

dx
` 2y

d

dy
and 3y2 d

dx
` 2x

d

dy
.

Example 1.21. Let’s look at something simpler: DerC|RpCq. We can write C “ Rrxs{px2 ` 1q, so such a

derivation is of the form r d
dx where r d

dx px
2 ` 1q P px2 ` 1q. Since 2x “ d

dx px
2 ` 1q and x2 ` 1 are coprime

in Rrxs, r must be a multiple of x2 ` 1, so the corresponding derivation must be the zero map. Thus, there

are no R-linear derivations on C.

1.2.1. Lie algebra structure on DerR|ApRq. Even more than a module, there is extra structure on DerR|ApRq.

Any two elements of DerR|ApRq have the same source and target, so we can compose them. The result is

essentially never a derivation though.

Example 1.22. In Crxs,
d2

dx2
px ¨ xq “ 2 ‰ 0 “ x

d2

dx2
pxq ` x

d2

dx2
pxq.

However:

Proposition 1.23. Let R be an A-algebra, and α, β P DerR|ApRq. Then the map α ˝ β ´ β ˝ α : R Ñ R is

an A-linear derivation.
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Proof. A-linearity follows since we have linear combinations or compositions of A-linear maps. Given r, s P R,

pαβ ´ βαqprsq “ αprβpsq ` sβprqq ´ βprαpsq ` sαprqq

“ αprβpsqq ` αpsβprqq ´ βprαpsqq ´ βpsαprqq

“ αprqβpsq ` rαβpsq ` sαβprq ` αpsqβprq ´ βprqαpsq ´ rβαpsq ´ αprqβpsq ´ sβαprq

“ rαβpsq ` sαβprq ´ rβαpsq ´ sβαprq

“ rpαβ ´ βαqpsq ` spαβ ´ βαqprq �

We write rα, βs :“ α ˝ β ´ β ˝ α and call this the commutator of α and β. This operation isn’t a product

operation for a ring (we will see soon that it’s not associative), but it gives the structure of a Lie algebra.

Definition 1.24. A Lie algebra over a ring A is an A-module M equipped with an operation r´,´s :

M ˆM ÑM such that, for all l,m, n PM and a P A:

‚ rl `m,ns “ rl, ns ` rm,ns and rl,m` ns “ rl,ms ` rl, ns,

‚ ram, ns “ arm,ns and rm, ans “ arm,ns,

‚ rm,ms “ 0,

‚ rl, rm,nss ` rm, rn, lss ` rn, rl,mss “ 0.

Example 1.25. If N is an A-module, then E “ EndApNq (the collection of A-linear endomorphisms of N)

with bracket rα, βs :“ α ˝ β ´ β ˝ α is a Lie algebra over A. The first three conditions are straightforward.

The third follows from associativity of composition: To avoid foiling all these out, note that each term after

expanding is a triple involving l,m, n. The expression above is stable under the permutation l ÞÑ m ÞÑ n ÞÑ l,

so it suffices to check that the triples lmn and lnm appear a cancelling number of times. Indeed, lmn appears

with `1 from the first and ´1 from the second and lnm appears with ´1 from the first and `1 from the

second.

Proposition 1.26. Let R be an A-algebra. The commutator operation endows DerR|ApRq with the structure

of a Lie algebra over A.

Proof. DerR|ApRq is a submodule of EndApRq and the bracket operation is consistent with that on the Lie

algebra EndApRq, so it suffices to note that it is closed under the bracket operation. �

1.3. Derivations and ideals.

Proposition 1.27. Let R be a ring, and I an ideal. Let B : RÑM be a derivation. Then BpInq Ď In´1M

for all n P N.

Proof. We proceed by induction on n, with n “ 1 trivial. Given r P In, write r “
ř

i aibi with ai P I
n´1

and bi P I. Then

Bprq “
ÿ

i

Bpaibiq “
ÿ

i

aiBpbiq `
ÿ

i

biBpaiq.

Clearly aiBpbiq P I
n´1M , and by the induction hypothesis Bpaiq P I

n´2M , so biBpaiq P I
n´1M . �

It follows that every A-linear derivation B : R Ñ M gives rise, by restriction/quotient, to a well-defined

A-linear map B : In{In`1 Ñ In´1M{InM , and in particular B : I{I2 ÑM{IM .

Proposition 1.28. Let R be an A-algebra, I an ideal, and M an R-module. If IM “ 0, then there is an

isomorphism

DerR|ApMq Ñ DerpR{I2q|ApMq
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and a well-defined map

DerR|ApMq “ DerpR{I2q|ApMq Ñ HomApI{I
2,Mq

induced by restriction.

In fact, this restriction map is better than one might expect!

Proposition 1.29. Let R be an A-algebra, I an ideal, and M an R-module with IM “ 0. Then the induced

map B : I{I2 ÑM is R-linear. Thus, one obtains an R-module homomorphism

DerR|ApMq “ DerpR{I2q|ApMq Ñ HomRpI{I
2,Mq

induced by restriction.

Proof. Given r P R and a P I{I2, we have Bpraq “ rBpaq ` aBprq “ rBpaq. �

Example 1.30. Consider R “ Crx1, . . . , xns and m maximal. We have the restriction map

DerR|CpR{mq
res
ÝÝÑ HomRpm{m

2, R{mq.

Since m{m2 and R{m are killed by m, these are R{m “ C-modules, so the target is just pm{m2q˚, where

p´q˚ denotes C-linear dual. The map is an isomorphism! To see it, note that m “ px1 ´ a1, . . . , xn ´ anq

for some vector a. Write rxi “ xi ´ ai. After a change of coordinates, we can consider R as a polynomial

ring in the rxi’s. Then m{m2 is a vector space with basis given by the classes of the rxi’s. By our proposition

on derivations on polynomial rings, for any n-tuple of elements in R{m – C, there is a unique derivation

sending the corresponding variables there. That’s what it means for the restriction to be an isomorphism!

Concretely, the map
ÿ

i

λi rxi
˚
ÞÑ

ÿ

i

λi
d

dxi
|x“a

is an inverse.

Lecture of February 2, 2023

We actually don’t need the extremely strong hypothesis of polynomial ring in the last example. Let’s

party hard and figure out when, for a module with IM “ 0, the map

DerpR{I2q|ApMq Ñ HomRpI{I
2,Mq

is surjective (i.e., every homomorphism from the “I-top” extends to a derivation). A reasonable starting

point is to take M to be I{I2, which is the part of the ring R{I2 itself that is definitely killed by I.

Theorem 1.31. Let R be an A-algebra and I an ideal. Then an A-linear map α : R{I2 Ñ I{I2 is an

A-linear derivation if and only if the map

R{I2 1`α // R{I2

r � // r ` αprq

is an A-algebra homomorphism.

Proof. We observe that the map 1` α is a sum of A-module homomorphisms, and hence A-linear. We just

need to check that the product rule for α lines up with 1` α respecting multiplication. If α is a derivation,

then
p1` αqprsq “ rs` αprsq “ rs` rαpsq ` sαprq “ rs` rαpsq ` sαprq ` αprqαpsq

“ pr ` αprqqps` αpsqq “ p1` αqprqp1` αqpsq
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where we used that αprq, αpsq P I{I2 so their product is zero. Conversely, following the equalities above, we

must have αprsq “ rαpsq ` sαprq for the products to agree. �

This theorem gives an interesting and useful new way to think of derivations: they are “perturbations”

of the identity map.

It also allows us to unlock many derivations.

Proposition 1.32. Let R be an A-algebra and I an ideal. Suppose that the quotient map π : R{I2 Ñ R{I

has an A-algebra right inverse, i.e., there is some A-algebra map τ : R{I Ñ R{I2 such that π ˝ τ is the

identity on R{I. Then for every R-module M with IM “ 0, the map

DerR|ApMq
res
ÝÝÑ HomRpI{I

2,Mq

is surjective.

Proof. Consider the ring homomorphism τ ˝ π : R{I2 Ñ R{I2. Set α : R{I2 Ñ R{I2 by τ ˝ π ´ 1. We claim

that the image of α is in I{I2. Indeed, for r P R{I2 we have παprq “ πτπprq ´ πprq “ πprq ´ πprq “ 0, so

α : R{I2 Ñ I{I2 has image in I{I2. But 1` α “ τπ is a ring homomorphism, so α is a derivation, and α as

well. Additionally, if a P I{I2, then πpaq “ 0, so ´αpaq “ pτ ˝ π ´ 1qp´aq “ a. Thus, given φ : I{I2 Ñ M

R-linear, φ ˝ ´α : R{I2 ÑM is an A-linear derivation on R{I2 with restriction to I{I2 being just φ. �

Example 1.33. Let R be a finitely generated C-algebra, and m a maximal ideal. Then C Ď R{m2 and

R{m – C, so there is a right inverse of the quotient map R{I2 Ñ R{I. Moreover, R{m2 is generated by

m{m2 as a C-algebra, since R{m2 – C‘m{m2 (or many other reasons). It follows that the map

DerR|CpR{mq
res
ÝÝÑ HomRpm{m

2, R{mq “ pm{m2q˚

is an isomorphism (where the last equality is just because the source and target are pR{m “ Cq-vector

spaces).

1.4. Quick review of affine varieties. Many of the constructions and questions we will consider will

be motivated geometrically, and we will want to compare and contrast many of our main theorems with

things we encounter in multivariable calculus, manifold theory, analysis, and other disciplines. We’ll want to

remember how to think of rings and ring homomorphisms geometrically. Over C (or an algebraically closed

field) we have the following correspondence:

algebra geometry

Crx1, . . . , xns Cn

reduced finitely-generated C-algebra variety

R “
Crx1, . . . , xns

pf1, . . . , fmq
“: CrXs X := solution set of f1 “ ¨ ¨ ¨ “ fm “ 0

maximal ideal point

ma “ px1 ´ a1, . . . , xn ´ anq a “ pa1, . . . , anq

r P CrXs polynomial function on X

going modulo ma evaluation at a

C-algebra homomorphism CrXs Ñ CrY s morphism of varieties Y Ñ X

xi ÞÑ fippyqq b ÞÑ pf1pbq, . . . , fnpbqq

Example 1.34. Take R “ Crx, ys{px2 ´ y3q. Geometrically, this corresponds to the solution set of x2 “ y3

in 2-space. We can only draw the “real” picture, and we’ll have to live with that.
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Note the corner at p0, 0q; we will see later that this has something to do with our unexpected derivation

in the example above.

Example 1.35. This business about maps of varieties going the wrong way is a bit disorienting. Let’s try

a couple of examples of this.

‚ Given a (radical) ideal I Ă S “ Crx1, . . . , xns, the quotient map S Ñ S{I is given by sending

xi ÞÑ xi, so the corresponding map of varieties V pIq Ñ Cn is just the inclusion map.

‚ Consider Crx, ys{px2´ y3q – Crt2, t3s (via x ÞÑ t3, y ÞÑ t2) and take the inclusion of rings Crt2, t3s Ď
Crts. Under the composition x ÞÑ t3, y ÞÑ t2 in Crts, and corresponding map of varieties goes from

C ÞÑ V px2 ´ y3q and sends b ÞÑ pb3, b2q.

One important thing that is not included in this correspondence is the usual Euclidean topology on Cn

or a subset X Ď Cn with an open basis given by Bεpaq “ tx | |x´ a| ă εu with the usual norm | ¨ |. We have

the Zariski topology in which the closed sets are subvarieties, but this has no knowledge of what things are

close in the Euclidean sense.

The magic making this all work out so nicely is the Nullstellensatz, which guarantees that maximal ideals

of CrXs all correspond to points of X. In general, we just take the (instead of maximal) prime ideals to be

our points and work from there.

algebra “geometry”

ring prime spectrum

R SpecpRq “ tp | p Ă R prime idealu

prime ideal point

maximal ideal closed point

ring homomorphism RÑ S continuous map Y Ñ X

φ q ÞÑ φ´1pqq

Whereas the correspondence between varieties and reduced f.g. C-algebras was bijective above, the

correspondence between rings and their spectra as topological spaces is far from: in particular, every field

K has SpecpKq a singleton.
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1.4.1. Tangent spaces of varieties. Let’s get to the bottom of this corner business while we’re at it. Let’s

define the tangent space of an affine variety X at a point a, TapXq. For starters, the tangent space of affine

space Cn at a point a will be the vector space Cn, thought of as centered at a.

We can recenter our coordinates there as rxj :“ xj ´aj . Now, given a variety X “ V pf1, . . . , fmq, for each

fi we look at its linear part near a: we can take its Taylor expansion at a

fi “ fipaq `
ÿ

j

d

dxj
|x“apfiqpxj ´ ajq ` higher order terms .

Since a P X, fipaq “ 0, and we have

fi “
ÿ

j

d

dxj
|x“apfiq rxj ` higher order terms ,

so the linear part of f is given by the linear functional ∇pfiq|x“a ¨ rx. Then we take TapXq to be the linear

subspace of TapCnq cut out by the linear equations ∇pf1q|x“av “ ¨ ¨ ¨ “ ∇pfmq|x“av “ 0. In particular,

TapCnq is the kernel of the Jacobian matrix

Jpf1, . . . , fmq|x“a “

»

—

—

–

d
dx1
|x“apf1q ¨ ¨ ¨ d

dxn
|x“apf1q

...
. . .

...
d
dx1
|x“apfmq ¨ ¨ ¨ d

dxn
|x“apfmq

fi

ffi

ffi

fl

,

whose rows are the gradient vectors.

Lecture of February 6, 2023

Example 1.36. Take the parabola X “ V py ´ px´ 1q2 ´ 2q. To compute the tangent space at a “ p1, 2q,

take the gradient at p1, 2q, which is

«

´2px´ 1q

0

ff

|p1,2q “

«

0

1

ff

, so the defining equation is ry “ 0.
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Example 1.37. Take the curve X “ V py2 ´ x3q. To compute the tangent space at a “ p0, 0q, take the

gradient at p0, 0q, which is

«

´3x2

2y

ff

|p0,0q “

«

0

0

ff

, so the defining equation is the zero equation. Thus, the

tangent space is all of TapC2q.

We want to understand this tangent space in terms of the algebra of the coordinate ring. Here’s how.

Proposition 1.38. Let X “ V pIq be a complex affine variety (with I reduced) and a P X. Let R “

Crx1, . . . , xns{I be the coordinate ring of X and m the corresponding maximal ideal. Then there is a C-

vector space isomorphism pm{m2q˚ – TapXq, where p´q˚ denotes C-vector space dual.

Proof. Let S “ Crx1, . . . , xns and n be the preimage of m. Set rxj “ xj ´ aj ; these are the generators of n.

Then the images of the rxj form a vector space for n{n2; we have essentially defined TapCnq as the C-vector

space with coordinates rxj ; i.e., the dual space to n{n2. So TapCnq˚ – n{n2. We will think of TapCnq˚ “ n{n2

each as 1ˆ n row vectors corresponding to the basis rxj and TapCnq as nˆ 1 column vectors.

For an element f P n, we can write f “ ∇pfq|x“arx in n{n2, so ∇pfq|x“a is its row vector.

Then TapXq
˚ corresponds to quotient of the linear functionals on TapCnq Ñ C modulo the ones that

vanish on TapXq. But since TapXq is just the set of vectors v such that ∇pfiq|x“av “ 0 for all i, a linear
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functional in TapCnq˚ vanishes on TapXq if and only if it is in the (row) span of ∇pfiq|x“a. Thus, we have

TapXq
˚ –

n{n2

ppf1, . . . , fmq ` n2q{n2
–

n

n2 ` I
.

Finally, by some basic isomorphism theorems, we can identify m{m2 – n{pn2 ` Iq: namely,

m

m2
–

n{I

pn2 ` Iq{I
–

n

n2 ` I
. �

Corollary 1.39. Let R “ CrXs be the coordinate ring of an affine variety and a P X with associated

maximal ideal m. Then there is an isomorphism DerR|CpR{mq – TapXq.

This description of the tangent space of a variety like so is useful; in fact, in many situations, one defines

the tangent space to an object by using derivations! Clearly this has some advantages as it naturally arises

from X rather than thinking about X inside of Cn cut out by some equations.

We say that an irreducible affine variety X is nonsingular at a if dimC TapXq “ dimX, and singular

otherwise (in which case “ą” happens).

Lecture of February 9, 2023

From the geometric definition of tangent space, we have the following.

Theorem 1.40 (Jacobian criterion for varieties). Let X Ď Cn be an irreducible affine variety of dimension

d “ n´ h. Then

ta P X | X is singular at au

is equal to the vanishing locus of the hˆ h-minors of Jpf1, . . . , fmq in X.

Proof. We have that TapXq “ kerpJpf1, . . . , fmq|x“aq, so dimpTapXqq “ n ´ rankpJpf1, . . . , fmq|x“aq, and

so X is singular at a if and only if the rank of Jpf1, . . . , fmq|x“a is less than h. This is equivalent to the

all of the h ˆ h minors of the matrix Jpf1, . . . , fmq|x“a vanishing. This happens at a point a if and only if

each h ˆ h minor of Jpf1, . . . , fmq evaluated at a is zero; i.e., a P X is in the vanishing locus of each h ˆ h

minor. �

Example 1.41. Consider X “ V px3 ´ y2, z ´ xyq. The Jacobian matrix is
«

3x2 ´2y 0

´y ´x 1

ff

.

Since X has dimension 1 in 3 space, we consider the 2ˆ 2-minors

´3x3 ´ 2y2, 3x2,´2y

so x “ 0, y “ 0, and using z “ xy, z “ 0, and this is the unique singular point on the curve.

Motivated by the geometric case, for a local ring pR,m, kq we define m{m2 to be the cotangent space and

Homkpm{m
2, kq to be the tangent space of R. We recall that a local ring pR,m, kq is regular dimpRq “

dimkpm{m
2q.

Example 1.42. If R “ Crx1, . . . , xns{I is a reduced finitely generated C-algebra, and m is a maximal ideal,

then Rm is regular if and only if the variety X “ V pIq is nonsingular at a “ V pmq.

Example 1.43. Let R “ Zp2q. This is a local ring with maximal ideal p2q. The dimension of R is the height

of p2q in Z, which is one, and the maximal ideal is generated by one element, so R is regular.
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Example 1.44. Let R “ Zr
?

5sp2,1`
?

5q. Note that 2, 1`
?

5 generates a maximal ideal in Zr
?

5s. The ring

Zr
?

5s has dimension one, since it is integral over Z, and we see that R has dimension one as well. One

can check that the maximal ideal p2, 1 `
?

5q cannot be generated by one element; equivalently that these

elements are Z{2Z-linearly independent modulo the square of this ideal. Thus, R is not regular.

Remark 1.45. It is often handy to use the following fact:

Let R be a ring and m be a maximal ideal. Let M be an R-module such that for every x P M , there is

some n such that mnx “ 0. Then the localization map M ÑMm is an isomorphism.

To see it, first note that for any v R m and and n P N, there is some w R m with vw´1 P mn. Indeed, since

the image of v in R{m, v ` m, is a unit, there is some u ` m P R{m that is its inverse, so vu ` m “ 1 ` m.

For an arbitrary representative u, we have vu “ 1´ a for some a P m. Take w “ up1` a` a2 ` ¨ ¨ ¨ ` an´1q.

Then

vw “ vup1` a` a2 ` ¨ ¨ ¨ ` an´1q “ p1´ aqp1` a` a2 ` ¨ ¨ ¨ ` an´1q “ 1´ an,

with an P mn.

Now, to show that the localization map is injective, we need to check that for any x ‰ 0, x1 is nonzero

as well, so vx ‰ 0 for any v R m. Take n such that mnx “ 0, and w R m with vw ´ 1 P mn. In particular,

pvw ´ 1qx´ 0 so x “ vwx. Then 0 ‰ x “ vwx so vw ‰ 0. To show that the localization map is surjective,

we show that for any x P M and v R m, there is some y P M with x
v “

y
1 . With n and w as above, take

y “ wx: since vwx “ x, the equality holds.

1.5. Localization. We include one more property of derivations.

Proposition 1.46. Let R be an A-algebra. Let W Ď R be a multiplicative set and V “ W X A. For

any W´1R module M , any A-linear derivation B : R Ñ M extends uniquely to an A-linear derivation

W´1RÑM given by the rule

rB

´ r

w

¯

“
wBprq ´ rBpwq

w2
,

and this extension is V ´1A-linear. Conversely, any A-linear derivation from W´1RÑM is of this form.

That is, there are isomorphisms

DerR|ApMq Ñ DerW´1R|ApMq Ñ DerW´1R|V ´1ApMq.

Proof. We omit the verification that the rule for the map W´1R Ñ M is well-defined, that this is V ´1A-

linear, and satisfies the product rule.

If α : W´1R Ñ M is an A-linear derivation, by restriction through the localization map, we get a

derivation B : RÑM with rB ˝ i “ B. We claim that α “ rB. Indeed,

Bprq “ αprq “ αp
r

w
wq “ wαp

r

w
q `

r

w
αpwq “ wαp

r

w
q `

r

w
Bpwq,

so

αp
r

w
q “

Bprq ´ r
wBpwq

w
“ rBp

r

w
q.

�

Lecture of February 14, 2023
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1.6. Left-exact sequences. We now encode many of the key properties of derivations in some left-exact

sequences. Recall that a sequence of maps of R-modules is a left exact sequence is an exact sequence of

R-module maps of the form

0 Ñ L
α
ÝÑM

β
ÝÑ N.

That is, α and β are R-module homomorphisms such that with α is injective and kerpβq “ impαq.

Proposition 1.47. Let R be an A-algebra and

0 Ñ L
α
ÝÑM

β
ÝÑ N

be a left exact sequence of R-modules. Then

0 Ñ DerR|ApLq
α˚
ÝÝÑ DerR|ApMq

β˚
ÝÝÑ DerR|ApNq

is a left exact sequence, where α˚pBq “ α ˝ B and likewise with β˚.

Proof. First we observe that α˚ is R-linear, since α˚pB ` B
1q “ α˚B ` α˚B

1 and α˚prBq “ rα˚B.

Since α is injective, if B ‰ 0, then α˚B ‰ 0. If β˚pBq “ 0, then βBprq “ 0 for all r P R, so Bprq P

kerpβq “ impαq for all r P R, and since α is injective, there is an R-linear map α´1 : impαq Ñ L; then

B “ α˚pα
´1 ˝ Bq P impα˚q. �

Proposition 1.48. Let AÑ R
φ
ÝÑ S be ring homomorphisms, and M be an S-module. Then there is a left

exact sequence

0 Ñ DerS|RpMq
inc
ÝÝÑ DerS|ApMq

φ˚

ÝÝÑ DerR|ApMq

where inc is the inclusion map and φ˚ is precomposition with φ.

Proof. We start by noting that DerS|RpMq naturally includes in DerS|ApMq, since any R-linear map is

automatically linear over the image of A.

If B “ incpθq, then φ˚pBq “ B ˝ φ is an R-linear derivation on R, which must be zero. Conversely, if

φ˚pBq “ B ˝ φ is zero, then φpRq is in the kernel of B, so B is R-linear, and hence i the image of inc. �

Proposition 1.49. Let A Ñ R
π
ÝÑ R{I be ring homomorphisms, and M be an R{I-module. Then there is

a left exact sequence

0 Ñ DerR{I|ApMq
π˚
ÝÝÑ DerR|ApMq

res
ÝÝÑ HomRpI{I

2,Mq.

Proof. First, we have π˚ is injective, since if Bprrsq “ 0, then π˚pBqprq “ Bπprq “ Bprrsq ‰ 0.

If B “ π˚pθq, then respBqprasq “ θ ˝ πprasq “ θp0q for ras P I{I2, so res ˝π˚ “ 0. Conversely, if respBq “ 0,

then Bpaq “ 0 for all a P I, so B yields a well-defined derivation from R{I ÑM ; i.e., is in the image of π˚. �

Proposition 1.50. Let A Ñ R
π
ÝÑ R{I be ring homomorphisms, and suppose that there is an A-algebra

homomorphism τ : R{I Ñ R{I2 such that τπ : RÑ R{I2 is just the quotient map. Then the sequence

0 Ñ DerR{I|ApMq
π˚
ÝÝÑ DerR|ApMq

res
ÝÝÑ HomRpI{I

2,Mq Ñ 0

is exact.

Proof. Follows from the previous, plus proposition on surjectivity of res. �

2. Kahler differentials

2.1. Restriction and extension of scalars.
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2.1.1. Hom.

Definition 2.1. Let L,M,N be R-modules.

‚ The module of homomorphisms from M to N is

HomRpM,Nq :“ tφ : M Ñ N | φ is R-linearu.

The R-module structure is given by the rule r ¨ φ is the homomorphism m ÞÑ rφpmq “ φprmq.

‚ If α : M Ñ N is a module homomorphism, we define a map HomRpL,αq or α˚ from HomRpL,Mq Ñ

HomRpL,Nq by the rule

α˚pφq “ α ˝ φ;

i.e.,

α˚ : p L
φ
ÝÑM q ÞÑ p L

α
ÝÑM

φ
ÝÑ N q.

‚ If α : M Ñ N is a module homomorphism, we define a map HomRpα,Lq or α˚ from HomRpN,Lq Ñ

HomRpM,Lq by the rule

α˚pφq “ φ ˝ α;

i.e.,

α˚ : p N
φ
ÝÑ L q ÞÑ p M

α
ÝÑ N

φ
ÝÑ L q.

Thus, given a fixed R-module L, F p´q :“ HomRpL,´q is a rule that assigns to any R-module M another

R-module F pMq, and to any homomorphism M
φ
ÝÑ N a homomorphism F pMq

F pφq
ÝÝÝÑ F pNq. This plus

the fact that F takes the identity map to the identity map and compositions to compositions makes F a

covariant functor from R-modules to R-modules.

Similarly, given a fixed R-module L, Gp´q :“ HomRp´, Lq is rule that assigns to any R-module M another

R-module GpMq, and to any homomorphism GpMq
φ
ÝÑ GpNq a homomorphism GpNq

Gpφq
ÝÝÝÑ GpMq. This

plus the fact that F takes the identity map to the identity map and compositions to compositions makes G

a contravariant functor from R-modules to R-modules. The covariant vs. contravariant bit refers to whether

the directions of maps have changed.

Given maps L
α
ÝÑ L1 and M

β
ÝÑ M 1, we likewise get a map HomRpL

1,Mq
HomRpα,βq
ÝÝÝÝÝÝÝÑ HomRpL,M

1q, by

combining the constructions above.

Example 2.2. HomRpR,Mq – M by φ ÞÑ φp1q, and under this isomorphism, M
α
ÝÑ N corresponds to

1 ÞÑ m 1 ÞÑ αpmq under this isomorphism.

If I is an ideal, HomRpR{I,Mq – annM pIq by the same map: the image of 1 in R{I must map to

something killed by I, and there is a unique R-linear map that does this. The same recipe for maps as above

holds. Thus, we can identify HomRpR{I,´q with the functor that sends modules M to annM pIq, and sends

maps to their restrictions to these submodules.

We recall that a sequence of maps of R-modules is split-exact if it is of the form

0 Ñ L
α
ÝÑM

β
ÝÑ N Ñ 0

with α injective, β surjective, kerpβq “ impαq and α has a left inverse (i.e., there is a map ρ such that ρα is

the identity on L). It is equivalent if we replace the last condition with β has a right inverse (i.e., there is a

map ι such that βι is the identity on N .
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Theorem 2.3. (1) A sequence of maps

0 Ñ L
α
ÝÑM

β
ÝÑ N

is exact if and only if, for all R-modules X, the sequence

0 Ñ HomRpX,Lq
α˚
ÝÝÑ HomRpX,Mq

β˚
ÝÝÑ HomRpX,Nq

is exact.

(2) A sequence of maps

0 Ñ L
α
ÝÑM

β
ÝÑ N Ñ 0

is split-exact if and only if, for all R-modules X, the sequence

0 Ñ HomRpX,Lq
α˚
ÝÝÑ HomRpX,Mq

β˚
ÝÝÑ HomRpX,Nq Ñ 0

is exact.

(3) A sequence of maps

L
α
ÝÑM

β
ÝÑ N Ñ 0

is right-exact if and only if, for all R-modules X, the sequence

0 Ñ HomRpN,Xq
β˚

ÝÝÑ HomRpM,Xq
α˚
ÝÝÑ HomRpL,Xq

is left-exact.

(4) A sequence of maps

0 Ñ L
α
ÝÑM

β
ÝÑ N Ñ 0

is split-exact if and only if, for all R-modules X, the sequence

0 Ñ HomRpN,Xq
β˚

ÝÝÑ HomRpM,Xq
α˚
ÝÝÑ HomRpL,Xq Ñ 0

is exact.

Proof. (1) Let 0 Ñ L
α
ÝÑM

β
ÝÑ N be exact, and X be an R-module.

‚ α˚ is injective: if X
φ
ÝÑ L is nonzero, X

φ
ÝÑ L

α
ÝÑ M is as well, since a nonzero element in the

image of φ goes to something nonzero in the composition.

‚ kerpβ˚q “ impα˚q: X
φ
ÝÑM

β
ÝÑ N is zero if and only if impφq Ď kerpβq “ impαq, which happens

if and only if φ factors through L; i.e., φ P impα˚q.

The other direction of the first part follows from the example above; we can use X “ R.

(2) Let 0 Ñ L
α
ÝÑM

β
ÝÑ N Ñ 0 be split-exact, and X be an R-module. In particular, 0 Ñ L

α
ÝÑM

β
ÝÑ N

is a left exact sequence, so

0 Ñ HomRpX,Lq
α˚
ÝÝÑ HomRpX,Mq

β˚
ÝÝÑ HomRpX,Nq

is exact. We just need to see that HomRpX,Mq
β˚
ÝÝÑ HomRpX,Nq is surjective. Let ι be such that

βι is the identity on N . Then β˚ι˚ is the identity on HomRpX,Mq, so β˚ must be surjective.

For the converse, take X “ N . Then the identity map in HomRpN,Nq is in the image of β˚, so

there is a map ρ P HomRpM,Nq such that βρ “ β˚pρq is the identity on N , as required.

(3) Let L
α
ÝÑM

β
ÝÑ N Ñ 0 be a right-exact sequence, and X be an R-module.

‚ β˚ is injective: if N
φ
ÝÑ X is nonzero, pick n P N not in the kernel, and m PM that maps to n.

Then, the image of m under M
β
ÝÑ N

φ
ÝÑ X is nonzero.
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‚ kerpα˚q “ impβ˚q: L
α
ÝÑ M

φ
ÝÑ X is zero if and only if impαq Ď kerpφq, which happens if and

only if φ descends to a map of the form N –M{ impαq Ñ X; i.e., φ P impα˚q.

Let L
α
ÝÑ M

β
ÝÑ N Ñ 0 be a sequence of maps, and suppose that it is exact after applying

HomRp´, Xq for all X.

‚ β is surjective: if not, let X “ N{ impβq. There is a nonzero projection map N
φ
ÝÑ X, but

M
β
ÝÑ N

φ
ÝÑ X is zero, contradicting injectivity of β˚.

‚ kerpβq Ě impαq: Take X “ N , and N
id
ÝÑ X. Since kerpα˚q Ě impβ˚q, L

α
ÝÑ M

β
ÝÑ N

id
ÝÑ X “

L
α
ÝÑM

β
ÝÑ N is zero.

‚ kerpβq Ď impαq: Take X “ M{ impαq, and M
φ
ÝÑ X the projection map. Since L

α
ÝÑ M

φ
ÝÑ X

is zero, φ is in the image of β˚, so it factors through β. This is equivalent to the stated

containment.

(4) Similar to (2). �

In short, HomRpX,´q is kernel-preserving, and HomRp´, Xq turns cokernels into kernels.

Given a ring homomorphism φ : RÑ S, we can use φ to turn S-modules and S-algebras into R-modules

and R-algebras with restriction of scalars and vice versa with extension of scalars.

2.1.2. Restriction of scalars. Given φ : RÑ S and an S-module N , we get an R-module φ˚pNq by restriction

of scalars by keeping the same set and same addition, so φ˚pNq “ N as additive groups, and the R-module

action r ¨n :“ φprq ¨n, where the left-hand side is the action in φ˚pNq and the right hand side is the original

S-action. When φ : R Ñ S is just an inclusion map R Ď S, this restriction of scalars is literally just

restricting which scalars we consider in the module action.

For example, consider R “ C Ď S “ Crxs and N “ Crxs{px3q. N is a cyclic S-module killed by some

stuff, but we can also “forget about the action of x” and consider N as a C-vectorspace; as such it is just a

free 3-generated R-module.

Given a homomorphism of S-modules α : N Ñ N 1, we can call φ˚pαq the same map from φ˚pNq Ñ φ˚pNq,

which is a homomorphism of R-modules.

We can think of this restriction of scalars φ˚ as the “demotion” functor, when demotes modules from a

“bigger” (target of φ) ring to a “smaller” (source of φ) ring.

In the same way, we can demote S-algebras to R-algebras: if T is an S-algebra with structure map

ψ : S Ñ T take φ˚pT q to be the same ring T with structure map ψ ˝ φ : RÑ T .

To promote a module or an algebra, we have to do something a bit more interesting. For example, consider

R “ C Ď S “ Crxs and M “ C3, a free R-module of rank 3. There is no “obvious” or “natural” R-module

structure on M , so we’ll end up changing our underlying set. The “right” way of going about this is by using

tensor products, but we’ll take a barehanded approach using presentations, and everyone is encouraged to

reconcile the two approaches now if they know tensors and, if not, later when they do.

2.1.3. Presentations of modules. Let M be an R-module.

Given a generating set tmλuλPΛ for M , there is a surjection from a free module onto M :

tmλuλPΛ  R‘Λ ÑM Ñ 0

generating set eλ ÞÑ mλ

and conversely any such surjection yields a generating set (consisting of the images of the basis vectors).

The kernel of this map is a submodule of R‘Λ which are the relations on these generators. We can take

a subset tvγuγPΓ that generates the module of relations (a set of defining relations) and map a free module
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onto them:

tmλuλPΛ ` tvγuγPΓ  R‘Γ ÝÑ R‘Λ ÝÑM Ñ 0

generating set defining relations e1γ ÞÑ vγ eλ ÞÑ mλ

Conversely, any such right exact sequence is a recipe for a set of generators and defining relations on M .

The map between free modules is given by multiplication by a (possibly infinite) matrix A whose γ column

consists of the λ-coordinates of vγ ; concretely, each column is a relation on the mλ’s. When Λ and Γ are

finite, we’ll just write something like

Rm
A
ÝÑ Rn ÑM Ñ 0

and A will be an actual n ˆm matrix, standing for the map of multiplication (on the left) by A. We will

call this (either in the finite or infinite case) a presentation matrix for M .

Given a presentation matrix, we can recover M up to isomorphism as M – Rn{ impAq (i.e., the cokernel

of the map A) coming from the first isomorphism theorem, since the map from Rn Ñ M is surjective with

kernel impAq. The rows of the presentation matrix correspond to generators, and the columns correspond

to relations.

2.1.4. Extension of scalars for modules. We’re now ready to describe extension of scalars, or promotion of

a module along a ring homomorphism. Let φ : R Ñ S be a ring homomorphism and M be an R-module.

We define the extension of scalars of M , denoted φ˚pMq or S bRM as follows. Take a presentation of M :

Rm
A
ÝÑ Rn ÑM Ñ 0;

then φ˚pMq is the S-module with the same presentation

Sm
φpAq
ÝÝÝÑ Sn Ñ φ˚pMq Ñ 0.

Lecture of February 16, 2023

It’s not clear that what we did does not depend on the choice of presentation. However, we will show that

the φ˚pMq satisfies an important universal property and use that to show it is well-defined.

First we note that there is an R-module homomorphism from ηM : M Ñ φ˚pMq (or more properly, to

φ˚φ
˚pMq). Given r P R write m “

ř

i rireis, where the ei’s are the standard basis in Rn. For convenience,

set e to be the row vector with entries e1, . . . , en and r be the column vector of r1, . . . , rn so m “ er. We

map m to eφprq “
ř

i φpriqreis. If m also equals
ř

i r
1
ireis “ er1, then epr´ r1q “ 0 so r´ r1 “ Av for some

v, and hence

eφprq ´ eφpr1q “ eφpr´ r1q “ eφpAvq “ eφpAqv,

so this is zero in φ˚pMq. It is then clear to see that this is R-linear.

Proposition 2.4. Let φ : R Ñ S be a ring homomorphism. Let M be an R-module, N be an S-module,

and α : M Ñ φ˚pNq be an R-module homomorphism. Then there exists a unique S-module homomorphism

β : φ˚pMq Ñ N that makes the diagram commute:

M
ηM //

α
##

φ˚pMq

β

��
N

.

Proof. We will abuse notation and drop the φ to identify elements in R with their images in S.
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Let αpreisq “ ni and write n for the row vector rn1, . . . , nts. We define βp
ř

i sire
1
isq “

ř

i sini, or

βpesq “ ns for short. To see that this is well-defined, suppose that
ř

i sire
1
is “

ř

i s
1
ire
1
is, and write s and s1

for the column vectors of si and s1i. We need to show that ns “ ns1. By construction of φ˚pMq, we have that

s´ s1 “ Av for some vector v with entries in S. Since α is well-defined, we must have that for any columns

of A, the corresponding combination of basis vectors maps to zero, so the corresponding combination of

the n’s is zero; i.e., nA “ 0. But then nAv “ nps ´ s1q, and this shows the claim. Checking S-linearity

is straightforward from the construction. For uniqueness, φ˚pMq is generated by reis, and ni “ αpreisq “

βηM preisq “ βpre1isq, so the generators must go to the same place, and hence there can only be one map. �

In other words, the proposition says that for any R-module M and S-module N , there is an isomorphism

HomSpφ
˚M,Nq

η˚M
ÝÝÑ HomRpM,φ˚Nq.

Corollary 2.5. φ : R Ñ S be a ring homomorphism, and M be an R-module. Fix two presentations for

M , and let pφ˚1 pMq, η
M
1 q and pφ˚2 pMq, η

M
2 q be the two modules and morphisms constructed above for each

presentation. Then φ˚1 pMq – φ˚2 pMq as S-modules. Moreover, there is a unique S-module isomorphism θ

for which ηM2 “ θ ˝ ηM1 .

Proof. It suffices to show that there is an isomorphism that makes ηM2 “ θ ˝ ηM1 , for the uniqueness will

follow from the proposition applied with α “ η2. Consider the diagram

φ˚1 pMq

��
M

η1
<<

η2 //

η1 ""

φ˚2 pMq

��
φ˚1 pMq

The universal property yields unique S-module dotted maps making the triangles commute. The double

down composition and the identity map on φ˚1 pMq are two maps that make the big triangle commute.

Applying the uniqueness in the proposition with α “ η1, we get that the composition is the identity. We

can switch the roles of φ˚1 and φ˚2 to get that the other composition is the identity. Thus, the induced map

is an isomorphism. �

Corollary 2.6. Let φ : R Ñ S be a ring homomorphism. For any R-module homomorphism α : M Ñ N ,

there is a unique S-module homomomorphism φ˚α : φ˚M Ñ φ˚N such that φ˚α ˝ ηM “ ηN ˝ α.

Proof. Apply the universal property of pφ˚M,ηM q to ηN ˝ α. �

Tracing the proof of the universal property, we see that φ˚α can be computed as follows: take presentations

for M and N , and lift α to a matrix from the free modules over M and N ; then use the same matrix for

φ˚α.

Lemma 2.7. Under the isomorphisms HomSpφ
˚M,Nq

η˚M
ÝÝÑ HomRpM,φ˚Nq, the map HomSpφ

˚α,Nq cor-

responds to HomRpα,Nq. That is, for an R-module homomorphism α : LÑM and S-module N , there is a
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commutative diagram:

HomSpφ
˚M,Nq

HomSpφ
˚α,Nq

//

η˚M–

��

HomSpφ
˚L,Nq

η˚L–

��
HomRpM,Nq

HomRpα,Nq // HomRpL,Nq

Proof. First, by construction of φ˚α, we have a commutative diagram:

φ˚M φ˚L
φ˚αoo

M

ηM

OO

L
αoo

ηL

OO

Then using this commutativity, given an S-linear map θ : φ˚M Ñ N , we have that

pη˚L ˝Hompφ˚α,Nqqpθq “ θ ˝ φ˚α ˝ ηL “ θ ˝ α ˝ ηM “ pHompα,Nq ˝ η˚M qpθq. �

Proposition 2.8. Let φ : RÑ S be a ring homomorphism, and

L
α
ÝÑM

β
ÝÑ N Ñ 0

be a right exact sequence of R-modules. Then the sequence of S-modules

φ˚L
φ˚α
ÝÝÝÑ φ˚M

φ˚β
ÝÝÝÑ φ˚N Ñ 0

is exact.

Proof. Let X be an arbitrary S-module. Applying Hom into X to the sequence above, we have a sequence:

0 Ñ HomSpφ
˚N,Xq

Hompφ˚β,Xq
ÝÝÝÝÝÝÝÝÑ HomSpφ

˚M,Xq
Hompφ˚α,Xq
ÝÝÝÝÝÝÝÝÑ HomSpφ

˚L,Xq.

We have isomorphisms

0 // HomSpφ
˚N,Xq

Hompφ˚β,Xq
// HomSpφ

˚M,Xq
Hompφ˚α,Xq

// HomSpφ
˚L,Xq

0 // HomRpN,Xq
Hompβ,Xq

// HomRpM,Xq
Hompα,Xq

// HomRpL,Xq

The last row is exact, by left exactness of Hom (part (3) in the forward implication). But then by left

exactness of Hom again, since this is true for all X, the sequence we consider is exact. �

In general, exact sequences (or left exact sequences) no longer remain exact. We say that a ring homo-

morphism φ : RÑ S is flat if it has the special property that extension of scalars preserves exact sequences.

Proposition 2.9. Let R be a ring and W be a multiplicative set. Let φ : R Ñ W´1R be the localization

map. Then φ˚pMq –W´1M for any R-module M .

Proof. Let η : M Ñ W´1M be the localization map. We will show that pW´1M,ηq satisfies the universal

property of φ˚M . If N is any W´1R-module, and α : M Ñ N is a homomorphism, define β : W´1M Ñ N

by sending βpmw q “
αpmq
w . The check that this β is well-defined and W´1R-linear is straightforward; that it

is the unique map making the diagram commute follows from the fact that the image of M generates W´1M

as a W´1R-module. �
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2.1.5. Presentations of algebras. We can play a similar game with algebras. Let S be an R-algebra, so there

is some φ : RÑ S. Given a generating set for S as an algebra, we get a surjection from a polynomial ring:

tsλuλPΛ  RrtxλuλPΛs Ñ S Ñ 0

algebra generating set xλ ÞÑ sλ

The kernel is an ideal I, for which we can pick generators ptfγuγPΓq and we get

tsλuλPΛ ` tfγuγPΓ  RrtxλuλPΛs
‘Γ ÝÑ RrtXλuλPΛs ÝÑ S Ñ 0

algebra generating set defining relations e1γ ÞÑ fγ eλ ÞÑ sλ

Note that we have polynomial relations rather than linear relations now, so we can’t use a matrix to describe

them anymore.

Given an R-algebra S with an algebra presentation S – Rrx1, . . . , xns{pf1, . . . , fmq, we can also ask what S

looks like as anR-module. As a generating set, we can take the monomials txa11 ¨ ¨ ¨xann | ai P Nu. The relations

are generated as an Rrx1, . . . , xns-module by f1, . . . , fm; to find an R-module generating set of the relations,

we can take txa11 ¨ ¨ ¨xann fj | ai P N, j “ 1, . . . ,mu and collect the coefficients of the monomials, and this gives

a presentation. That is, if fj “
ř

a ca,jx
a for some tuples a, then t

ř

a ca,jx
a`b | b P Nn, j “ 1, . . . ,mu is a

defining set of relations.

For example, consider R “ Zrxs{p2x2´5q. Let’s find a Z-module presentation of this ring. As a generating

set, we have 1, x, x2, x3, . . . ; the relations are given by 2x2´5, 2x3´5x, 2x4´5x2, . . . ; the presentation matrix

is
»

—

—

—

—

—

—

—

—

–

´5 0 ¨ ¨ ¨

0 ´5 0 ¨ ¨ ¨

2 0 ´5 0 ¨ ¨ ¨

0 2 0 ´5
. . .

. . .
. . .

. . .
. . .

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

2.1.6. Base change for algebras. Let’s promote some algebras too. We’ll follow the same recipe: take a

presentation (as an algebra) and upgrade the base ring. That is, let φ : R Ñ S be a ring homomorphism

and T be an R-algebra. We define the extension of scalars or base change of T as follows. Write

RrX1, . . . , Xns
m rf1,...,fms
ÝÝÝÝÝÝÑ RrX1, . . . , Xns Ñ T Ñ 0;

then φ˚pT q is the S-algebra with presentation

SrX1, . . . , Xns
m rφpf1q,...,φpfmqs
ÝÝÝÝÝÝÝÝÝÝÑ SrX1, . . . , Xns Ñ φ˚pT q Ñ 0.

Note that we are using the same notation as module extension of scalars, though it is not immediately

clear these should be related. For starters, in analogy with the module extension of scalars, one has:

Proposition 2.10. For a ring homomorphism φ : RÑ S and an R-algebra T , the base change φ˚T admits

an R-algebra homomorphism ηT : T Ñ φ˚T that satisfies the universal property that for any S-algebra V

and R-algebra homomorphism α : R Ñ V , there is a unique S-algebra homomorphism β : φ˚T Ñ V that
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makes the diagram commute:

T
ηT //

α
!!

φ˚T

β

��
V

.

Consequently, φ˚T is well-defined (independent of the choice of presentation) up to isomorphism.

Proof. Omitted; similar to what we did with modules. �

Another key point is that this base change operation for algebras agrees with that for modules. Namely:

Proposition 2.11. Let φ : R Ñ S be a ring homomorphism and T an R-algebra. Then the S-algebra

φ˚T obtained by extension of scalars of R-algebras along φ, considered as an S-module, is isomorphic to the

extension of scalars of T considered as an S-module.

Proof. Take a presentation of T as an R-algebra, and take the presentation as an R-module obtained from

it as discussed above, i.e., with relations t
ř

a ca,jx
a`b | b P Nn, j “ 1, . . . ,mu for an algebra generating

set fj “
ř

a ca,jx
a. If we take algebra extension of scalars of T , then we get the same presentation as an

S-module by this formula. �

Lecture of February 23, 2023

2.2. Kahler differentials.

Definition 2.12. Let R be an A-algebra. A derivation dR|A : R Ñ ΩR|A to some R-module ΩR|A is called

a universal derivation of R over A if for any A-linear derivation B : RÑM to any R-module M , there is a

unique R-module homomorphism α : ΩR|A ÑM such that B “ α ˝ dR|A:

R
dR|A //

B !!

ΩR|A

α

��
M

.

We call the target module ΩR|A a module of differentials or module of Kahler differentials of R over A.

Theorem 2.13. Let R be an A-algebra. There exists a universal derivation of R over A. Given two

universal derivations dR|A : R Ñ ΩR|A and d1R|A : R Ñ Ω1R|A of R over A, there is a unique isomorphism

α : ΩR|A – Ω1R|A such that αd “ d1. In particular, there exists a module of differentials that is unique up to

isomorphism.

Proof. Existence of universal derivation: Let F be a free module with basis tdr | r P Ru, and d : RÑ F

be function dprq “ dr. (Note that this function is not a homomorphism in any sense, just a function.) Let

J be the submodule of F generated by the elements of the form

‚ dpr ` sq ´ dr ´ ds, r, s P R,

‚ dprsq “ rds´ sdr, r, s P R,

‚ dparq “ adr, a P A, r P R,

and set Ω “ F {J , and by abuse of notation d the map R Ñ Ω. First, we observe that d is an A-linear

derivation: the relations in J force each rule to hold. Now, suppose that B : RÑM is a derivation. We need

to see that there is exactly one R-module homomorphism α : Ω ÑM such that α ˝ d “ B. There is at most
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one, since Ω is generated by the elements dr and αpdrq “ αpdprqq “ Bprq, so the images of the generators are

determined. To see that the map α : F ÑM given on the generators dr as αpdrq “ Bprq gives a well-defined

R-module homomorphism α : Ω Ñ M , we just need to check that αpJq “ 0, or equivalently that α maps

each of the generators of J to zero. But αpdpr ` sq ´ dr ´ dsq “ Bpr ` sq ´ Bprq ´ Bpsq “ 0, and similarly

for the other rules since B is an A-linear derivation. Thus, such a map α exists (and, still, is unique). This

shows that d : RÑ Ω is a universal derivation.

Uniqueness of universal derivation: This is the analogous to the proof for extension of scalars:

Uniqueness of the isomorphism (if it exists) is immediate from the universal property. Consider the diagram

ΩR|A

��
R

dR|A
>>

d1R|A //

dR|A   

Ω1R|A

��
ΩR|A

The identity map on ΩR|A makes the big triangle commute, and by uniqueness, the vertical maps must

compose to the identity. Switch roles to get that the two maps compose to the identity the other way. �

From the definition of module of differentials, we have:

Lemma 2.14. For any R-algebra A and R-module M , there is an isomorphism

HomRpΩR|A,Mq
d˚
R|A
ÝÝÝÑ DerR|ApMq,

where d˚R|A is precomposition by dR|A.

Thus, the single module ΩR|A contains all of the information about all of the A-linear derivations from R

to any R-module! Of course, translating back and forth may be challenging in general.

It turns out that we have computed the module of differentials is a relatively broad setting already.

Theorem 2.15. Let A be a ring, and R “ Arxλ | λ P Λs be a polynomial ring over A. The module of

differentials ΩR|A of R over A is a free R-module with basis tdxλ | λ P Λu, and the universal derivation is

given by

dR|Apfq “
ÿ

λPΛ

df

dxλ
dxλ.

Proof. We know that this is a valid derivation based on our earlier computation of derivations on polynomial

rings. Let us see that it is universal. Given any R-module M , we have that every derivation B : RÑM can

be written uniquely in the form
ř

λPΛ
df
dxλ

mλ. If B “ α ˝ d, then mλ “ Bpxλq “ αpdxλq, and this uniquely

determines α, so there is at most one homomorphism that makes the diagram commute in the universal

property. On the other hand, if we take the R-linear map given by this equation, then α ˝ d is a derivation

that agree with B on the xλ’s, and since a derivation is uniquely determined by its values on a generating

set, the map we have B “ α ˝ d. Thus, the universal property holds. �

To compute modules of differentials in general, we will bootstrap off of this case. To get started, we will

need to set up some functoriality properties.
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Proposition 2.16. (1) Let A
ψ
ÝÑ B be a ring homomorphism and R be a B-algebra. There there is a

unique R-module homomorphism dR|ψ such that the diagram commutes:

ΩR|A
dR|ψ // ΩR|B

R

dR|A

aa

dR|B

==

(2) Let A be a ring, and φ : R Ñ S be an A-algebra homomorphism. Then there is a unique R-module

homomorphism dφ|A : ΩR|A Ñ ΩS|A such that the diagram commutes

ΩR|A
dφ|A // ΩS|A

R

dR|A

OO

φ // S

dS|A

OO

(3) Let A be a ring, and φ : R Ñ S be an A-algebra homomorphism. Then there is a unique S-module

homomorphism S b dφ|A : S bR ΩR|A Ñ ΩS|A such that the diagram commutes

S bR ΩR|A
Sb dφ|A // ΩS|A

ΩR|A

η

OO

R

dR|A

OO

φ // S

dS|A

OO

Proof. (1) The map dR|B , since it is B-linear, is an A-linear derivation when viewed via restriction of

scalars along ψ. Apply the universal property of ΩR|A and dR|A to this derivation.

(2) The map dS|A ˝ φ is an A-linear derivation from R to ΩS|A. Apply the universal property of ΩR|A

and dR|A to this derivation.

(3) Apply the universal property of extension of scalars to the map dφ|A. �

Theorem 2.17 (First fundamental sequence). Let A
ψ
ÝÑ R

φ
ÝÑ S be ring homomorphisms. Then there is a

right exact sequence of S-modules

S bR ΩR|A
Sbdφ|R
ÝÝÝÝÝÑ ΩS|A

dS|ψ
ÝÝÝÑ ΩS|R Ñ 0.

Proof. By the Theorem on exactness of Hom, it suffices to show that for every S-module M there is a left

exact sequence

0 // HomSpΩS|R,Mq
d˚
S|ψ // HomSpΩS|A,Mq

pSb dφ|Rq
˚

// HomSpS bR ΩR|A,Mq .

This is just the left exact sequence on derivations from before! Precisely, we have a commutative diagram

0 // HomSpΩS|R,Mq
d˚
S|ψ //

d˚
S|R–

��

HomSpΩS|A,Mq
pSb dφ|Rq

˚

//

d˚
S|A–

��

HomSpS bR ΩR|A,Mq

d˚
R|A

˝η˚–

��
0 // DerS|RpMq

inc // DerS|ApMq
φ˚ // DerR|ApMq
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Let’s check them: for ΩS|R
θ
ÝÑM , we have

d˚S|Ad
˚
S|ψθ “ θ ˝ dS|ψ ˝ dS|A “ θdS|R “ d˚S|Rθ “ incd˚S|Rθ

and for ΩS|A
θ
ÝÑM , we have

d˚R|A ˝ η
˚ ˝ pS b dφ|Rq

˚θ “ θ ˝ pS b dφ|Rq ˝ η ˝ dR|A “ θ ˝ dS|A ˝ φ “ φ˚d˚S|Aθ. �

Lecture of February 28, 2023

Theorem 2.18 (Second fundamental sequence). Let A Ñ R
π
ÝÑ R{I be ring homomorphisms. Then there

is a right exact sequence of R{I-modules

I{I2 dR|A
ÝÝÝÑ R{I bR ΩR|A

R{Ibdπ|A
ÝÝÝÝÝÝÑ ΩR{I |A Ñ 0,

where dR|A is the map given by applying dR|A to a representative and taking the image in R{IbR ΩR|A; i.e.,

the map fitting into the diagram

R
dR|A //

��

ΩR|A

��
R{I2 // R{I bR ΩR|A

I{I2

Ă

OO

dR|A

99

If we also have that the quotient map R{I2 Ñ R{I admits an A-algebra right inverse, then

0 Ñ I{I2 dR|A
ÝÝÝÑ R{I bR ΩR|A

R{Ibdπ|A
ÝÝÝÝÝÝÑ ΩR{I |A Ñ 0

is split exact.

Proof. By the Theorem on exactness of Hom it suffices to show that for every R{I-module M there is a left

exact sequence

0 // HomRpΩR{I|A,Mq
pR{Ibdπ|Aq

˚

// HomRpΩR|A,Mq
dR|A

˚

// HomRpI{I
2,Mq .

and that the last map is surjective under the hypothesis that the quotient map R{I2 Ñ R{I admits an

A-algebra right inverse. This is just the other left exact sequence on derivations from before!

Precisely, we have a commutative diagram

0 // HomR{IpΩR{I|A,Mq
pR{Ibdπ|Aq

˚

//

d˚
R{I|A–

��

HomR{IpΩR|A,Mq
dR|A

˚

//

d˚
R|A

˝η˚–

��

HomR{IpI{I
2,Mq

0 // DerR{I|ApMq
π˚ // DerR|ApMq

res // HomRpI{I
2,Mq

The first square is just a special case of the second square in the previous proof and the second is easily

checked too. The last map on the bottom is also surjective under the bonus hypothesis, so the top row

extends to a short exact sequence in this case. �
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We can now write everything about differentials in concrete terms. We recall that the Jacobian of a set

of elements f1, . . . , fm in a polynomial ring Arx1, . . . , xns is the matrix

Jpf1, . . . , fmq “

»

—

—

–

df1
dx1

¨ ¨ ¨
df1
dxn

...
. . .

...
dfm
dx1

¨ ¨ ¨
dfm
dxn

fi

ffi

ffi

fl

.

Let’s also call this the row Jacobian to indicate that the elements fi correspond to rows. The column

Jacobian is its transpose:

Jpf1, . . . , fmq
T “

»

—

—

–

df1
dx1

¨ ¨ ¨
dfm
dx1

...
. . .

...
df1
dxn

¨ ¨ ¨
dfm
dxn

fi

ffi

ffi

fl

.

Corollary 2.19. Let A
ψ
ÝÑ R

φ
ÝÑ S be maps of rings. Concretely, let

‚ R be the A-algebra with generators xi and relations fj,

‚ S be the A-algebra with generators yi and relations gj,

‚ φpxiq “ hipyq.

Then,

(1) ΩR|A is the R-module with generators dxi and relations dfj “
ř

i
dfj
dxi

dxi. In particular (if the

set of generators and relations are finite), the presentation matrix of ΩR|A is the column Jacobian

Jpf1, . . . , fmq
T .

(2) The universal derivation dR|A maps r P R to
ř

i
dr
dxi

dxi.

(3) The map dφ|A maps the dxk P ΩR|A to the element
ř

i
dhk
dyi

dyi P ΩS|A. In particular (if the set of

generators and relations on both sides are finite), the matrix of the map in the given generating sets

is the column Jacobian Jph1, . . . , h`q
T .

(4) The map dS|ψ is a quotient map from ΩS|A Ñ ΩS|R given by killing the elements of the form
ř

i
dhk
dyi

dyi for all k. That is, with respect to the given generators (if all are finite), the map is

quotienting by the image of the column Jacobian Jph1, . . . , h`q
T .

Proof. For (1), we can write R “ T {I with T “ Artxius and I “ ptfjuq. Then ΩT |A is the free T -module

with basis tdxiu, and R bT ΩT |A is the free R-module on the same basis. The image of the R-linear map

I{I2
dT |A
ÝÝÝÑ R bT ΩT |A is generated by the elements dT |Apfjq, which are just the dfj elements above. The

second fundamental sequence then gives the result. For (2), if π : T Ñ R is the quotient map, in the

isomorphism above, we have identified ΩR|A with a quotient of RbT ΩT |A, so RbT dπ|A is a quotient map.

Then dR|A ˝ π “ RbT dπ|A ˝ η ˝ dT |A, so for r1 P T with πpr1q “ r, we have dR|Aprq “ dR|Apr
1q “

ř

i
dr
dxi

dxi.

For (3), we have

dφ|Apdxkq “ dφ|AdR|Apxkq “ dS|Aφpxkq “ dS|Aphkq “
ÿ

i

dhk
dyi

dyi.

For (4), from the first fundamental sequence, we have that ΩS|R is the quotient of ΩS|A by the image of

S bR dφ|A. This is generated by the images of dxi under this map, which are as above. �

Example 2.20. Let K be a field.

(1) For a polynomial ring R “ Krx, y, zs, we have ΩR|K “ Rdx‘Rdy ‘Rdz. This is free of rank 3.

(2) For R “ Krxs{px2q, if the characteristic of K is not 2, then ΩR|K “ Rdx{p2xdxq – R{pxq. If the

characteristic is 2, then ΩR|K “ Rdx.
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(3) For R “ Krx, y, zs{pxn ` yn ` znq with n ą 1 we have ΩR|K “
Rdx‘Rdy ‘Rdz

pnxn´1dx` nyn´1dy ` nzn´1dzq
.

In particular, if K has characteristic zero we get a free module of rank three quotiented out by

a relation with entries in the maximal ideal m “ px, y, zq. If we invert the nonzero elements in R

in our relation we can divide by the coefficient of dx and write it as a combination of the others,

so pΩR|Kqp0q is a free module over the quotient field of rank two. That is ΩR|K has rank two as

an R-module. However, ΩR|K is not free; in particular pΩR|Kqm is not, since pΩR|Kqm{mpΩR|Kqm

is a three dimensional K-vector space on the basis dx, dy, dz. This all works as long as n is not a

multiple of the characteristic of K.

If K has characteristic p and n “ p, then the relation is trivial, so ΩR|K is free of rank three.

(4) For R “ Krx, y, zs{pxn ` yn ` zn ´ 1q, we have ΩR|K “
Rdx‘Rdy ‘Rdz

pnxn´1dx` nyn´1dy ` nzn´1dzq
. We

claim that, if the characteristic of K is zero, ΩR|K is a locally free/projective module of rank two.

Since px, y, zq generate the unit ideal of R, there is no maximal ideal containing all of them, so any

maximal ideal fails to contain at least one. Let m be a maximal ideal; WLOG say x R m. Then by

an argument similar to above, we get that pΩR|Kqm is free of rank two. Depending on K and n, this

module is not necessarily (globally) free. For example, if K “ R and n “ 2, this is impossible. Prove

it!

Lecture of March 2, 2023

Recall that a module P is projective if the equivalent conditions hold:

‚ For any surjection of R-modules M
p
ÝÑ N Ñ 0 and homomorphism P

β
ÝÑ N , there is a map P

α
ÝÑM

such that β “ pα;

‚ Every short exact sequence of the form 0 Ñ AÑ B Ñ P Ñ 0 is split exact;

‚ There is a module Q such that P ‘Q is free.

If P is finitely generated and R is Noetherian, these are equivalent to

‚ P is locally free: for every maximal ideal m (equivalently, every prime ideal p), Pm is a free Rm-module

(resp., Pp is a free Rp-module).

We can also show that modules of differentials localize.

Proposition 2.21. Let R be an A-algebra and W Ď R a multiplicative set. Then there are isomorphisms

W´1ΩR|A – ΩW´1R|A.

Proof. First, note that there is a natural R-linear map η : ΩR|A ÑW´1ΩR|A

W´1R
d̃R|A // W´1ΩR|A

R
dR|A //

OO

ΩR|A

η

OO

which induces a unique A-linear derivation from W´1R to W´1ΩR|A making the diagram commute. We

claim this is a universal derivation. Let M be an W´1R-module and B : W´1RÑM an A-linear derivation.

Then, restricting to R we get a derivation B|R, so the universal property of ΩR|A yields an R-linear map α

with αdR|A “ B. But then the universal property of extension of scalars yields a unique W´1R-linear map
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β : W´1ΩR|A ÑM with βη “ α.

W´1R
d̃R|A //

B

**

W´1ΩR|A

$$
M

R
dR|A //

OO

B|R

44

ΩR|A

OO

::

Then βd̃i “ βηd “ αd “ B|R and since two derivations on W´1R with the same restriction to R must be

the same by the lemma on derivations and localization we must have βd̃ “ B. Moreover, since the image of

d generates ΩR|A, the image of d̃ generates W´1ΩR|A, and since β is unique determined by its values on a

generating set, the map β must be unique. This verifies the universal property. �

Definition 2.22. We say that a ring homomorphism R
φ
ÝÑ S is

‚ essentially algebra-finite if φ factors as an algebra-finite map followed by a localization. Concretely,

S “W´1pRrx1, . . . , xns{Iq for some ideal I and multiplicatively closed set W .

‚ finitely presented if it is algebra-finite and the kernel is a finitely generated ideal. Concretely, S “

Rrx1, . . . , xns{pf1, . . . , fmq. Note that if R is Noetherian, then algebra-finite and finitely presented

are equivalent by Hilbert Basis Theorem.

‚ essentially finitely presented if φ factors as an finitely presented map followed by a localization.

Concretely, S “W´1pRrx1, . . . , xns{pf1, . . . , fmqq multiplicatively closed set W .

Corollary 2.23. Let S “ W´1Rrx1, . . . , xns{I and I “ pf1, . . . , fmq. Then ΩS|R is the S module with

generators dx1, . . . , dxn and relations dfj “
ř

i
dfj
dxi

dxi. In particular, ΩS|R is finitely generated.

2.3. Jacobi-Zariski sequence.

Definition 2.24. Let R be an A-algebra. Write R “ S{I with S “ ArXs. We define ΓR|A to be the kernel

of the map I{I2
dS|I
ÝÝÑ RbS ΩS|A.

Here the map dS|I is the map from the second fundamental sequence: it is the map given by applying

dS|I to a representative and going modulo I; i.e., the map fitting into the diagram

S
dS|A //

��

ΩS|A

��
S{I2 // S{I bS ΩS|A

I{I2

Ă

OO

dS|A

99

We will call the map I{I2
dS|I
ÝÝÑ RbSΩS|A the conormal map associated with the presentation R “ ArXs{I.

Thus, there is an exact sequence

0 Ñ ΓR|A Ñ I{I2 dS|I
ÝÝÑ

à

RdxÑ ΩR|A Ñ 0.

We need to see that ΓR|A is well-defined.
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Proposition 2.25. Different presentations of R as an A-algebra yield isomorphic R-modules ΓR|A.

(To prove next time).

Theorem 2.26 (Jacobi-Zariski sequence). Let AÑ RÑ S be ring homomorphisms. Then there is an exact

sequence

ΓS|A Ñ ΓS|R Ñ S bR ΩR|A Ñ ΩS|A Ñ ΩS|R Ñ 0.

(To prove next time).

Remark 2.27. Both of the fundamental sequences are special cases of this! The tail is just the first funda-

mental sequence. If we have R Ñ S “ R{I, then we don’t need any variables at all to present R{I; i.e., we

can take RrXs in the presentation RrXs Ñ R{I to be just R itself. Thus, the sequence defining ΓR{I|R reads

0 Ñ ΓR{I|R Ñ I{I2 Ñ 0 Ñ ΩR{I|R Ñ 0,

so ΓR{I|R – I{I2 and ΩR{I|R “ 0. Thus, we obtain the second fundamental sequence as the tail of the

Jacobi-Zariski sequence in this case.

Lecture of March 7, 2023

Lemma 2.28 (Snake Lemma). Given a commutative diagram with exact rows

A //

a

��

B //

b
��

C
c //

��

0

0 // A1 // B1 // C 1

there is an exact sequence

kerpaq Ñ kerpbq Ñ kerpcq Ñ cokerpaq Ñ cokerpbq Ñ cokerpcq.

If in addition the top row has 0 Ñ on the left or the bottom row has Ñ 0 on the right, then one can add 0 Ñ

or Ñ 0 respectively to the exact sequence.

Proposition 2.29. Different presentations of R as an A-algebra yield isomorphic R-modules ΓR|A.

Proof. Unfortunately, we do not have a snappy universal property to help us here, so we proceed directly.

Suppose we are given polynomial rings ArXs and ArY s with surjections π : ArXs Ñ R and π1 : ArY s Ñ R.

Then there is a surjection π2 : ArX,Y s Ñ R given by sending π2pxiq “ πpxiq and π2pyiq “ π1pyiq.

ArX,Y s

π2

$$

ArY s

Ă

oo

π1

��
ArXs

π //

Ă

OO

R

If we show that π and π2 yield isomorphic Γ modules, then by symmetry, π and π1 do as well.

For each yi P Y , we can choose some gi P ArXs with πpgiq “ π1pyiq. Let I “ kerpπq; we’ll sometimes write

Ipxq for I to indicate this consists of polynomials in the X variables. Note that

J :“ kerpπ2q “ pIpxq, tyi ´ giuqArX,Y s.

We can take a change of variables in ArX,Y s replacing yi by yi ´ gi; then without loss of generality, we can

assume that J “ pIpxq, Y qArX,Y s.
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The inclusion maps I Ď J and I2 Ď J2 induce a map I{I2 Ñ J{J2. Since

J2 X I “ pIpxq2, IpxqY, pY q2qArX,Y s X I Ď pIpxq2, IpxqY, pY q2qArX,Y s XArXs “ Ipxq2,

this map is injective. The cokernel is

pIpxq, Y qArX,Y s

pIpxq, Y q2ArX,Y s ` Ipxq
–

pIpxq, Y qS2

pIpxq2, IpxqY, pY q2qArX,Y s ` Ipxq
–

pIpxq, Y qArX,Y s

pIpxq, pY q2qArX,Y s
,

since IpxqArX,Y s “ Ipxq ` IpxqY ArX,Y s. We claim that this is a free R-module with basis tryisu. Indeed,

it is generated by these as an S2-module, and given an R-linear relation on these classes, this pulls back to

an ArX,Y s-linear relation
ř

j pjpx, yqyj P pIpxq, pY q
2qArX,Y s: the terms in pj without any y’s must also be

in I, so each pjpx, yq P pIpxq, Y qArX,Y s, and hence is the trivial relation over R.

We then have a

0

��

0

��
I{I2 d //

��

À

Rdxi

��
J{J2 d //

��

À

Rdxi ‘
À

Rdyi

��
À

Ryi
d //

��

À

Rdyi

��
0 0

with exact rows, where the bottom map sends yi to dyi. We claim that this commutes. For the top square,

for a P Ipxq, under the Ñ then Ó composition, we have ras ÞÑ
ř

i
da
dxi

dxi ÞÑ
ř

i
da
dxi

dxi and under the Ó then

Ñ composition, we have ras ÞÑ ras ÞÑ
ř

i
da
dxi

dxi. For the bottom square, it suffices to check for a elements

in a generating set, so for yi and for a P Ipxq. For a P Ipxq, under the Ñ then Ó composition, we have

ras ÞÑ
ř

i
da
dxi

dxi ÞÑ 0, and under the Ó then Ñ composition, we have ras ÞÑ 0 ÞÑ 0. For yi, under the Ñ then

Ó composition, we have ryis ÞÑ dyi ÞÑ dyi, and under the Ó then Ñ composition, we have ryis ÞÑ ryis ÞÑ dyi.

The map on cokernels is an isomorphism. The Snake Lemma, then says that

0 Ñ ker
`

I{I2 d
ÝÑ

à

Rdxi
˘

Ñ ker
`

J{J2 d
ÝÑ

à

Rdxi ‘
à

Rdyi
˘

Ñ 0 Ñ ¨ ¨ ¨

is exact, so these modules are isomorphic. �

Proposition 2.30. Let A
φ
ÝÑ R be a homomorphism and W Ď R be a multiplicative set. Then W´1ΓR|A –

ΓW´1R|A.

Proof. Let R “ ArXs{I. We have that W´1R – RrY s{ptwyw ´ 1uq for a set of variables in bijection with

W ; one can see this by verifying the latter quotient satisfies the universal property of localization. We then

obtain the presentation W´1R “ ArX,Y s{J with J “ IArX,Y s ` ptwyw ´ 1uq.

The inclusions I Ď J and I2 Ď J2 induce a map I{I2 Ñ J{J2, and thus by the universal property of

localization, W´1pI{I2q Ñ J{J2. As J{J2 is a W´1R-module, we can rewrite

J{J2 “
pI, twyw ´ 1uqW´1R

pI, twyw ´ 1uq2W´1R
“
pI, tyw ´ w

´1uqW´1R

pI, tyw ´ w´1uq2W´1R
.
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We can then take a change of coordinates and replace yw´w
´1 by yw, and the rest of the argument proceeds

as in the previous one. �

We recall that a ring homomorphism R
φ
ÝÑ S is flat if the corresponding extension of scalars functor

S bR ´ turns injective maps into injective maps. This is true for polynomial maps and localizations.

Theorem 2.31. Let AÑ RÑ S be ring homomorphisms. Then there is an exact sequence

ΓS|A Ñ ΓS|R Ñ S bR ΩR|A Ñ ΩS|A Ñ ΩS|R Ñ 0.

If RÑ S is flat, then one can extend the sequence one further to the left by S bR ΓR|A.

Proof. Take R “ ArXs{I and S “ RrY s{J . Let’s write ArXs
π
ÝÑ R and RrY s

π1
ÝÑ S for these surjections,

and just to keep track of things, write Ipxq “ I and Jpyq “ J to remember that they are polynomials

in x and y respectively. Then the quotient map ArXs
π
ÝÑ R induces by extension of scalars ArY s bA ´ a

quotient map ArX,Y s
ArY sbAπ
ÝÝÝÝÝÝÑ RrY s, which has kernel IpxqArX,Y s, generated by the images of Ipxq. We

then get an algebra presentation of S over A by composing π2 : ArX,Y s
ArY sbAπ
ÝÝÝÝÝÝÑ RrY s

π1
ÝÑ S. If we set

J 1pyq “ pArY s bA πq
´1pJpyqq to be the preimage of Jpyq in ArX,Y s (which is generated by polynomials in

just the y’s also), then the kernel π2 is L “ IpxqArX,Y s ` J 1pyq.

We claim that there is a right exact sequence

S bR I{I
2 Ñ L{L2 Ñ J{J2 Ñ 0.

First, we have pArY s bA πqpLq “ J and likewise with L2 and J2 so we get a valid surjection on the right.

Since I Ď L, we also have I2 Ď L2, and there is a valid map R-module map I{I2 Ñ L{L2. Then the universal

property of extension of scalars gives the first map above.

As SbR I{I
2 is generated by images of elements in I, to see that the composition above is zero, it suffices

to check for elements of I, but πpIq “ 0. On the other hand, the kernel of the map corresponds to classes of

elements in L with pArY sbAπqpfq P Jpyq
2, which corresponds to classes of elements in J 1pyq2`IpxqArX,Y s.

But this is contained in L2 ` IpxqArX,Y s, so the kernel of the map L{L2 Ñ J{J2 is generated by classes of

elements in the image of I. This shows the sequence is right exact.

We then get a commutative diagram

S bR I{I
2 //

��

L{L2 //

��

J{J2 //

��

0

0 // ÀSdxi // ÀSdxi ‘
À

Sdyi // ÀSdyi // 0

with exact rows. We note that the first column comes from the map giving ΩR|A as cokernel and ΓR|A and

kernel affter extension of scalars to S. In the case R Ñ S is flat, we have that the kernel of S bR I{I
2 Ñ

À

Sdxi is S bR ΓR|A, and we get one more from the snake lemma. �

2.4. Unramified, smooth, and étale maps.

Definition 2.32. Let R
φ
ÝÑ S be a ring homomorphism. We say that φ is

‚ formally unramified if ΩS|R “ 0,

‚ formally étale if ΩS|R “ 0 and ΓS|R “ 0,

‚ formally smooth if ΓS|R “ 0 and ΩS|R is projective.
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If S is a finitely presented R-algebra, we drop the “formally” and say unramified/étale/smooth if the cor-

responding condition holds. If S is essentially finitely-presented over R, and the corresponding condition

holds, we say essentially unramified/essentially étale/essentially smooth.

Lecture of March 9, 2023

Note that formally étale is formally unramified plus formally smooth.

To get a sense of where these conditions come from, let’s throw them into the Jacobi-Zariski sequence:

given a map of A-algebra R
φ
ÝÑ S, we can ask whether for every S-module M the map

DerS|ApMq
φ˚

ÝÝÑ DerR|ApMq

is injective, surjective, or bijective.

If RÑ S is formally unramified, ΩS|R “ 0, so S bR ΩR|A
Sbdφ|A
ÝÝÝÝÝÑ ΩS|A is surjective, and by exactness of

Hom, HomSpΩS|A,Mq – DerS|ApMq
φ˚

ÝÝÑ DerR|ApMq – HomSpS bR ΩR|A,Mq is injective for all M .

If R Ñ S is formally étale, ΩS|R “ 0 and ΓS|R “ 0, so S bR ΩR|A
Sbdφ|A
ÝÝÝÝÝÑ ΩS|A is an isomorphism, and

HomSpΩS|A,Mq – DerS|ApMq
φ˚

ÝÝÑ DerR|ApMq – HomSpS bR ΩR|A,Mq is an isomorphism for all M .

If R Ñ S is formally smooth, ΩS|R is projective and ΓS|R “ 0, so S bR ΩR|A
Sbdφ|A
ÝÝÝÝÝÑ ΩS|A is a split

injection, and HomSpΩS|A,Mq – DerS|ApMq
φ˚

ÝÝÑ DerR|ApMq – HomSpS bR ΩR|A,Mq is a surjection for

all M .

In particular, if ψ : X Ñ Y is a map of complex affine varieties, and ψ˚ : CrY s Ñ CrXs is the map on

coordinate rings, then

‚ If ψ˚ is unramified, then the induced map on tangent spaces is injective at every point;

‚ If ψ˚ is étale, then the induced map on tangent spaces is bijective at every point;

‚ If ψ˚ is smooth, then the induced map on tangent spaces is surjective at every point.

We note:

Proposition 2.33. Let R
φ
ÝÑ S be a ring homomorphism. Write S “ RrXs{I for some polynomial ring

RrXs and ideal I.

(1) φ is formally unramified if and only if the conormal map I{I2 d
ÝÑ

À

Sdxλ is surjective.

(2) φ is formally étale if and only if the conormal map I{I2 d
ÝÑ

À

Sdxλ is bijective.

(3) φ is formally smooth if and only if the conormal map I{I2 d
ÝÑ

À

Sdxλ is a split injection.

Example 2.34. (1) If RÑ R{I is surjective, then is formally unramified, and if R is Noetherian, plain

old unramified. In this case, ΓR{I|R “ I{I2. A surjection is almost never formally smooth/formally

étale: this would require I “ I2, which (at least if I is finitely generated) I to be generated by an

idempotent. That is, a smooth surjection must be killing a factor in a direct product.

(2) If R is a ring and W is a multiplicative set, then W´1R is formally étale over R. Indeed, we have

ΓW´1R|R –W´1ΓR|R “ 0 and likewise with Ω.

(3) Let K be a field and R “ Krx, y, zs. Then ΩR|K is free of rank 3 and ΓR|K “ 0, so R is smooth over

K. R is not unramified or étale.

(4) Let K “ R and R “ Krx, y, zs{px2 ` y2 ` z2q. Then ΩR|K localized at px, y, zq is not free, so ΩR|K

is not projective, and hence R is not smooth over K. Note that, trivially, every K-linear derivation

on K extends to R. R is not unramified or étale.

We remark that if T is a ring and f is a nonzerodivisor, then pfq{pf2q is a free T {pfq-module with

basis element rf s: if tf “ sf2 then t “ sf P pfq, so the annihilator as a T -module is just f .
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(5) Let K “ R be a field of characteristic zero and R “ Krx, y, zs{px2` y2` z2´ 1q. We have seen that

ΩR|K is locally free, and hence projective. By definition,

ΓR|K “ ker
´

pfq{pf2q
d
ÝÑ Rdx‘Rdy ‘Rdz

¯

,

where f “ x2 ` y2 ` z2 ´ 1. Given s P S and rsf s P pfq{pf2q, we have dprsf sq “ 0 implies

sp2xdx` 2ydy ` 2zdzq “ 0 in Rdx‘Rdy ‘Rdz, which implies sx P pfqS, so f |s. Thus, the map d

is injective, and ΓR|K “ 0. We conclude that R is smooth over K. R is not unramified or étale.

(6) Let K “ Fp and R “ Krxs{pxpq. Then ΩR|K “ Rdx is free of rank 1, but the map I{I2 d
ÝÑ Rdx

maps the generator xp to zero, so ΓR|K “ px
pq{pxpq2 – R is nonzero. Thus R is not smooth over K,

even though ΩR|K is free.

(7) Let K “ Fpptq and R “ Kpt1{pq – Krxs{pxp ´ tq. Then ΩR|K “ Rdx is free of rank 1 and the

I{I2 d
ÝÑ Rdx maps the generator to zero as above. We again have that R is not smooth over K, even

though R is a field (and hence regular).

(8) For a nontrivial étale map, let R “ Z2 and S “ Zris2. Then S “ Rrxs{px2` 1q so the conormal map

is px2 ` 1q{px2 ` 1q2
d
ÝÑ Rdx with the generator mapping to 2i in Rdx. Since 2i is a unit, this map

is surjective, and bijective as well.

Lecture of March 21, 2023

2.5. Regular rings revisited. Recall that a Noetherian local ring pR,m, kq is regular if dimpRq “ dimkpm{m
2q.

In particular, a zero-dimensional local ring is regular if and only if it is a field.

Proposition 2.35. Let pR,m, kq be a regular local ring.

(1) If f P m{m2, then R{pfq is a regular local ring.

(2) pR,m, kq is a domain.

(3) If I is an ideal, then R{I is regular if and only if the minimal generators of I are linearly independent

in m{m2 (i.e., the map I{mI Ñ m{m2 induced by inclusion is injective).

Proof. (1) Set d “ dimpRq “ dimkpm{m
2q. We have

dimkp
mR{pfq

m2R{pfq
q “ dimkp

m

pf,m2q
q “ d´ 1,

so

d´ 1 ď dimpR{pfqq ď dimkp
mR{pfq

m2R{pfq
q ď d´ 1,

so equality holds and R{pfq is regular.

(2) By induction on d “ dimR, where R is a regular local ring. If d “ 0, then R must be a field, and

thus a domain. If d ą 0, consider f P mz
´

m2 Y
Ť

pPMinpRq p
¯

. (Here we are using the strong version

of prime avoidance where we can avoid one or two arbitrary ideals and a finite number of prime

ideals.) By the first part, R{pfq is regular. By the induction hypothesis, this is a domain, so pfq is

prime. By choice of f , this is not a minimal prime. Given a prime ideal 0 Ď p $ pfq, if y P p, we

can write y “ rf for some r P R, and since f R p, r P p. Thus p “ fp Ď mp, which by NAK implies

that p “ 0. Thus 0 is prime, so R is a domain.

(3) From the first part, if f1, . . . , ft be a minimal generating set for I and their images are linearly

independent in m{m2, by induction on t we get that R{I is regular. Conversely, if the images of the

f ’s are not linearly independent in m{m2 suppose that the images of f1, . . . , fa form a basis for the

image; subtracting off copies of these, we may suppose the rest are in m2. Then R{pf1, . . . , faq is a
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regular local ring, and R{I – R1{J for R1 “ R{pf1, . . . , faq some ideal J in the maximal ideal mR1.

Since R1 is a domain and J ‰ 0, dimpR1{Jq ă dimpR1q, and

dimpmpR{Iq{m2pR{Iqq “ dimpmR1{m2R1q “ dimpR1q,

so R{I – R1{J is not regular. �

Recall that for a ring R and a prime p, the residue field of R at p is κppq :“ Rp{pRp. For a ring

homomorphism R
φ
ÝÑ S and a prime p P SpecpRq, the fiber ring of φ over p is κpφ, pq :“ pR r pq´1pS{pSq.

Since localization and quotienting are special cases of extension of scalars, we can also write this as κpφ, pq “

κppq bR S. The point of this construction is that the induced map on Spec from S Ñ κpφ, pq induces a

bijection

Specpκpφ, pqq
„
ÝÑ tq P SpecpSq | φ˚pqq “ pu.

Lemma 2.36. Let R be a Noetherian ring. Let q be a prime ideal of Rrxs and set p “ qXR. Then either

(1) pRrxs, with htpqq “ htppq, or

(2) tgpxq | Da P Rr p with agpxq P pRrxs ` pfpxqqu for some fpxq P q, with htpqq “ htppq ` 1.

Proof. First, we show every other prime is of the form above. We compute κpφ, pq “ κppqbRRrxs – κppqrxs.

Every prime in this ring is zero or principal. The preimage of 0 in Rrxs is pRrxs. The preimage of some

pfpxqq for fpxq P κppqrxs is the set of gpxq P Rrxs that end up in pRrxs ` pfpxqq after localizing at R r p,

which is the formula above.

The height of prxs is at least that of p (say h), since a chain

r0 $ r1 $ r2 $ ¨ ¨ ¨ $ rh “ p

yields a chain

r0rxs $ r1rxs $ r2rxs $ ¨ ¨ ¨ $ rhrxs “ prxs.

Consequently, a prime of the second type has height at least htppq ` 1.

Finally, we compute the heights. Note that htpprxsq “ htppRprxs since any prime contained in prxs does

not meet Rrp. Take a system of parameters pz1, . . . , zhq for Rp. Then pRp is nilpotent modulo pz1, . . . , zhq.

But then pRprxs is nilpotent modulo pz1, . . . , zhqRprxs as well, since a polynomial with nilpotent coefficients

is nilpotent. Thus,
a

pRprxs Ď
a

pz1, . . . , zhqRprxs Ď
a

pRprxs, so equality holds, and htppRprxsq ď h “

htppRpq “ htppq, and this gives the formula in case (1).

For a prime of case (2), we note that
Rp

pz1,...,zhq
rxs has dimension one, since killing the ideal of nilpotents

pRprxs yields a polynomial ring over a field, which has dimension one. Then, since
Rrxsq

pz1,...,zhq
is a localization

of
Rp

pz1,...,zhq
rxs, we have

htpqq “ dimpRrxsqq ď h` dim

ˆ

Rrxsq
pz1, . . . , zhq

˙

` h ď dim

ˆ

Rp

pz1, . . . , zhq
rxs

˙

` h “ h` 1

and we are done. �

Lecture of March 23, 2023

Proposition 2.37. Let R a Noetherian ring and suppose that Rp is a regular local ring for every prime

ideal p. Then for every prime ideal q of Rrxs, the local ring Rrxsq is a regular local ring.

Proof. Let q be prime in Rrxs and p “ qX R. Let h “ htppq and e1, . . . , eh P p be a basis for pRp{p
2Rp, so

for any p P p, there is p1 P p2Rp, and rj P Rp with p “
ř

j rjej ` p
1 in Rp.
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If q “ pRrxs, take q “
ř

i pisipxq P pRrxs; then as above we have q “
ř

ip
ř

j ri,jej ` p1iqsipxq in Rprxs

so qRprxs “ ppe1, . . . , ehq ` q2qRprxs, so qRrxsq “ ppe1, . . . , ehq ` q2qRrxsq, and hence qRrxsq{q
2Rrxsq is

generated by e1, . . . , eh. Thus, Rrxsq is regular.

If q “ tgpxq | Da P R r p with agpxq P pRrxs ` pfpxqqu with fpxq P q, take q “
ř

i pisipxq ` fpxqs0pxq P

pRrxs. Proceeding the same way as above, we get that qRrxsq{q
2Rrxsq is generated by e1, . . . , eh, fpxq, so

Rrxsq is regular. �

Corollary 2.38. If K is a field, R “ Krx1, . . . , xns is a polynomial ring, and p Ă R is prime, then Rp is

regular. Likewise, if R “ Zrx1, . . . , xns is a polynomial ring, and p Ă R is prime, then Rp is regular.

2.6. Smoothness vs regularity.

Lemma 2.39. Let pR,m, kq be a local ring. Let B be an mˆn matrix with entries in R. Then the following

are equivalent:

(1) Rn
B
ÝÑ Rm is a split injection,

(2) Kn B
ÝÑ Km is injective,

(3) m ě n and some nˆ n minor of B is a unit.

Proof. (1) ñ (2): If AB “ I, then AB “ I, so B is injective.

(2) ñ (3): From linear algebra, the rank of a matrix is the size of its largest nonvanishing minor.

(3) ñ (1): Without loss of generality, say that B1 is the matrix of the first n rows of B, and detpB1q is a

unit. Then A1 “ detpB1q´1adjpB1q satisfies A1B1 “ I, so rA1|0sB “ I. �

Theorem 2.40. Let K be a field, S “ Krx1, . . . , xns a polynomial ring over S, and R “ S{I for an ideal I.

Let p be a prime ideal of R and q its preimage in S. Suppose that

(1) K is algebraically closed and p “ m is a maximal ideal, or

(2) more generally, there is a K-algebra right inverse to the projection map Sq{q
2Sq Ñ Sq{qSq.

Then the following are equivalent:

‚ Rp is regular.

‚ The map K Ñ Rp is essentially smooth.

‚ The column Jacobian on a minimal generating set for ISq, viewed as a matrix in κpqq “ Sq{qSq is

injective.

Proof. First we observe that case (1) is a special case of case (2). Now let’s rock.

Under the hypothesis of (2), the map
qSq

q2Sq

d
ÝÑ κpqqbS ΩS|K is injective, so the map

ISq

IqSq

d
ÝÑ κpqqbS ΩS|K

is injective if and only if the map
ISq

IqSq
Ñ

qSq

q2Sq
is injective. Since Sq is regular, this happens if and only

if Rp is regular. But the map
ISq

IqSq

d
ÝÑ κpqq bS ΩS|K is just the map given by the column Jacobian of the

generators of I viewed in κpqq. This shows the equivalence of the first with the last.

On the other hand, we have the commutative diagram

R‘tp

JpfqT
//

q

$$ $$

Rp bSq
ΩS|K

ISq{I
2Sq

d
88

where R‘tp is a free module with basis in bijection with the minimal generators of ISq, q mapping each basis

element to the class of one generator. If K Ñ Rp is smooth, then d is a split injection, so ISq{I
2Sq is free,
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and hence the map q is an isomorphism. Then JpfqT is a split injection, so by the lemma, the column

Jacobian must be injective modulo qSq, yielding the last condition.

Conversely, if the map JpfqT is injective modulo qSq, it is split injective by the lemma, forcing q to be

an isomorphism, and then forcing d to be a split injection, and hence forcing Rp to be essentially smooth

over K. �

Corollary 2.41. If R is a finitely generated algebra over an algebraically closed field K, then Rp is regular

for all primes p if and only if K Ñ R is smooth.

3. Coefficient fields and complete local rings

3.1. Transcendence bases and p-bases. Let K Ď L be fields. Recall that l P L is algebraic over K

if it satisfies a nonzero polynomial equation over K and transcendental otherwise. An algebraic element is

separable if it is a simple root if its minimal polynomial, and inseparable otherwise. The only way an algebaric

element can be inseparable is if the its minimal polynomial and the derivative of the minimal polynomial are

not coprime, and since the minimal polynomial is irreducible and the degree of the derivative is lower, this

forces the derivative to be zero. Thus, inseparable elements can only occur in positive characteristic, and

the degree of any inseparable element must be a multiple of p, since its minimal polynomial can only contain

exponents that are multiples of p. So algebraic extensions in characteristic zero are always separable.

Lecture of March 28, 2023

An algebraic extension is separable if every element is separable. We recall that by the primitive element

theorem, every finite separable extension is generated by one element. We then have the following.

Proposition 3.1. If K Ď L is a separable algebraic extension of fields, then L is formally étale over K.

Proof. If K Ď L is finite separable, then we can write L “ Krxs{pfpxqq with f 1pxq a unit in L. Then the

conormal map is

pfpxqq{pfpxqq2
d
ÝÑ Ldx rfpxqs ÞÑ f 1pxqdx.

The source of this map is a one-dimensional L-vector space generated by rfpxqs, so this map is an isomor-

phism, and thus L is étale over K.

If Krf1, . . . , fns Ď L is a finitely generated K-algebra, then since each L is algebraic over K, each fi is

integral over K, so K Ď Krf1, . . . , fns is integral, and since Krf1, . . . , fns Ď L is a domain, it is a field. Since

it is finitely generated as an algebra, by Zariski’s lemma, it is a finite extension of K, and thus étale over K.

The statement then follows from the following lemma. �

Lemma 3.2. Let R be an A-algebra. If every finitely generated A-subalgebra of R is formally unramified or

formally étale, then the same is true for R.

Proof. Let X “ txr | r P Ru be a set of indeterminates in bijection with R, and map ArXs Ñ R by sending

xr ÞÑ r, with kernel I. For any finite subset T Ď R, take XT “ txt | t P T u and let IT be the kernel of the

map ArXT s Ñ ArT s Ď R. We then have a commutative diagram of inclusions

0 // IT //

Ą

��

ArXT s //

Ą

��

ArT s //

Ą

��

0

0 // I // ArXs // R // 0

Since ArXs “
Ť

T ArXT s and IT “ I XArXT s, we have that I “
Ť

T IT and likewise I2 “
Ť

T I
2
T .



MATH 918 LECTURE NOTES, SPRING 2023 39

We also have commutative diagrams

IT
dT //

Ą

��

À

tPT ArT sdxt

Ą

��
I

d // À
rPRRdxr

and the union over T of the top rows is the bottom row. It is easy to see that the image of d is the union of

the images of dT and likewise for the kernel. So, if each dT is injective, the same holds for d, and if each dT

is bijective, the same holds for d. This establishes the claim. �

Let K Ď L. A subset tlλu of elements of L is algebraically independent if the K-algebra map Krtxλus Ñ L

given by xλ ÞÑ lλ is injective; i.e., there are no nontrivial relations on the elements over K. In this case, there

is an injective map from the field of rational function Kptxλuq Ñ L with image Kptlλuq Ď L. If L “ Kptlλuq

for an algebraically independent subset tlλu, we that L is a purely transcendental extension of K.

Definition 3.3. Let K Ď L be fields. We say that a subset tlλu is a transcendence basis for L over K if it

is algebrically independent and every element of L is algebraic over Kptlλuq.

We say tlλu is a transcendence basis for L (without any K) if it is a transcendence basis over the ground

field (Q or Fp).

Lemma 3.4. Let K Ď L be fields.

(1) A subset of L is a transcendence basis over K if and only if it is a maximal algebraically independent

subset of L.

(2) Every algebraically independent subset of L is contained in a transcendence basis.

Proof. (1) If tlλu and l P L, then l is algebraic over Kptlλuq, so there is a nonzero polynomial relation

ln ` r1l
n´1 ` ¨ ¨ ¨ ` rn “ 0 with ri P Kptlλuq. Writing ri “

pi
qi

and multiplying by the product of the

qi’s gives a nonzero polynomial relation on the lλ’s and l. Thus, tlλu is a maximal algebraic subset.

The converse is similar.

(2) Given a nested union of algebraically independent subsets, the union is as well, since a relation on

one of these sets involves finitely many elements, all of which must occur in one of the sets in the

chain. The claim then follows from Zorn’s Lemma. �

Example 3.5. (1) Let K “ Qpx2, xy, y2q. Then K “ Qpx2, xyq, since y2 “ pxy{x2q2, and x2, xy are

algebraically independent, since given a polynomial F pu, vq with F px2, xyq “ 0, there must be no v

terms (because of y) and then no u terms (because of x). Thus, x2, xy is a transcendence basis (and

K is purely transcendental). Also, Qpx2, y2q Ď K is algebraic, since pxyq2 ´ px2qpy2q is a relation,

so x2, y2 is also a transcendence basis.

(2) Let K “ C. We claim that any transcendence basis for C is uncountable. Note first that a polynomial

ring in countably many variables over a field is a countable dimensional vector space: there are

countably many monomials. Then, since Q is countable, Qrx1, x2, . . . s is a countable Q-vector

space, so is countable. Then Qpx1, x2, . . . q is classes of polynomials over polynomials, and there are

countably many pairs of polynomials. Finally, the algebraic closure of a countable field is countable,

since there is an injection from the set of polynomials in one variable to over that field to it. So any

field of countable transcendence degree over Q is again countable, which C is not.
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Let K Ď L be fields of characteristic p ą 0. Recall that Lp “ tlp | l P Lu is a subfield of L. For a subset

T “ tlλu of elements of L, we write

T răqs “ tta1λ1
¨ ¨ ¨ tamλm | 0 ď ai ă qu.

Definition 3.6. Let K Ď L be fields of characteristic p ą 0. A subset T “ tlλu is

‚ p-independent over K if T răps is linearly independent over KpLpq.

‚ p-spanning over K if T răps spans over KpLpq.

‚ a p-basis over K if T răps is a basis for KpLpq.

We say T “ tlλu is a p-basis for L (without any K) if it is a p-basis over the ground field (Fp).

Lemma 3.7. Let K Ď L be fields of characteristic p ą 0.

(1) A subset of L is a p-basis over K if and only if it is a maximal p-independent subset of L.

(2) Every p-indepdendent subset of L is contained in a p-basis.

Proof. (1) It is clear that a p-basis is a maximal p-independent set. For the other direction, by maximal-

ity, if l P L, there is a relation lp´1fp´1`¨ ¨ ¨` lf1`f0 “ 0 with fi P KpL
pq ¨T răps Ď KpLpqpT q. This

implies that rKpLpqpT qplq : KpLpqpT qs ă p. Since the minimal polynomial divides xp ´ lp, and this

factors as px´ lqp over L, it must be a power of x´ l, but if 1 ă a ă p, px´ lqa P Kprxs, its derivative

is nonzero and a is a root, contradicting that it is the minimal polynomial, so l P KpLpqpT q. But

using the relations lp P Lp, we have KpLpqpT q “ KpLpqT răps, so T is a p-basis.

(2) Straightforward application of Zorn’s Lemma. �

Definition 3.8. K Ď L is an extension of fields of positive characteristic, the p-degree of the extension,

written p-degKpLq is the cardinality of a p-basis for the extension.

Note that if T is a finite p-basis, then rL : KpLpqs “ p|T |, and if T is an infinite p-basis, rL : KpLpqs “

|T | “ p|T |. Thus, the p-degree is well-defined, and pp- degKpLq “ rL : KpLpqs.

Lecture of March 30, 2023

Example 3.9. (1) If K is perfect, then K “ Kp, so the empty set is a p-basis. In particular, this is

true for any finite field. In particular, the p-degree is zero.

(2) If K is perfect and L “ Kptq then Lp “ Kpptpq “ Kptpq so L “ KpLpq ¨ t1, t, . . . , tp´1u. Thus, t

is a p-basis for L over K, and the p-degree is one. Similarly, for a purely transcendental extension

of a perfect field, the transcendence basis forms a p-basis. In particular, the field Fppt1, t2, . . . q has

infinite p-degree.

(3) Let F be perfect. For the field extension F ptq Ď F pt1{p
e

q, the element t1{p
e

forms a p-basis, but no

element of the form t1{p
e1

with e1 ă e does. In particular, for the tower Fpptq Ď Fppt1{pq Ď Fppt1{p
2

q,

each intermediate extension has p-degree one, and the composition has p-degree one as well.

Remark 3.10. Let T be a p-basis for L over K. Then any element of L can be written uniquely as a

monomial in T răps with coefficients in KpLpq. For t0 P T , define d
dt0

to be the KpLpq-linear map that maps

the monomial ta00 ta11 ¨ ¨ ¨ t
aj
j to a0t

a0´1
0 ta11 ¨ ¨ ¨ t

aj
j . Note that this depends not just on t but the choice of an

entire p-basis. We claim that this is a K-linear derivation. By construction, it is well-defined, additive, and

kills K, so we just need to check the product rule, and by additivity, again just on monomials in T răps,

which is then clear.
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Moreover, one can take formal combinations of these derivations (as we did with polynomial rings) since

every element is expressed in terms of finitely many elements of the p-basis. So there are derivations of the

form
ÿ

tPT

lt
d

dt
,

which map t to lt.

On the other hand, any K-linear derivation on L is zero on Lp, so KpLpq is in the kernel, and hence

is KpLpq-linear. L is generated as a KpLpq-algebra by T , so derivations are uniquely determined by their

values on T . Thus, every derivation is of this form.

Theorem 3.11. Let K Ď L be an extension of fields. Let T Ď L.

(1) If K and L have characteristic zero, then tdt | t P T u is a vectorspace basis for ΩL|K if and only if

T is a transcendence basis for L over K.

(2) If K and L have characteristic p ą 0, then tdt | t P T u is a vectorspace basis for ΩL|K if and only if

T is a p-basis for L over K.

Proof. (1) If T is a transcendence basis, we have K Ď KpT q Ď L with KpT q a field of rational functions

in the t’s and KpT q Ď L separable algebraic. We have ΩKrT s|K is free over KrT s in the basis dt, since

it is a polynomial ring, and by localization ΩKpT q|K is a vectorspace on the same basis. Furthermore,

ΓKpT q|K “ 0 by the same steps. From the Jacobi-Zariski sequence

ΓL|KpT q Ñ LbKpT q ΩKpT q|K Ñ ΩL|K Ñ ΩL|KpT q Ñ 0

plus the fact that L is étale over KpT q we get that ΓL|KpT q “ ΩL|KpT q “ 0 and LbKpT q ΩKpT q|K –

ΩL|K , so ΩL|K is free on dt.

For the other direction, suppose that tdtu is a basis for ΩL|K . If F px1, . . . , xmq is a polynomial

such that F pt1, . . . , tmq “ 0 is a relation of smallest degree, then for some i, dF
dxi

‰ 0 and has lower

degree than F , so BF
Bxi
ptq ‰ 0 for some i . Then 0 “ dF “

ř

i
dF
dxi
ptqdti is a nonzero relation on the

ti’s. Thus, T is algebraically independent. If not a transcendence basis, we can properly include T

in a transcendence basis, and by the first direction, we get that dt is a proper subset of a basis, so

it does not span ΩL|K . Thus, since it spans, T is a transcendence basis.

(2) Suppose that T is a p-basis. To show that tdt | t P T u is a basis for the vectorspace ΩL|K , it suffices

to show that for any function f : T Ñ L, there is a unique L-linear map φ : ΩL|K Ñ L such that

φ|T “ f . This follows from the discussion above.

On other hand, if tdtu is a basis for ΩL|K , we claim that T is p-independent. Indeed, if not, we can

take t1, . . . , tn P T such that tt1, . . . , tnu
răps are linearly independent over KpLpq and so, without

loss of generality (saying some monomial with t1 occurs), the degree of t1 over KpLp, t2, . . . , tnq is

less than p, so t1 P KpL
p, t2, . . . , tnq “ KpLpq ¨ tt2, . . . , t

nurăps. So, t1 “ Gpt2, . . . , tnq for some

polynomial Gpx2, . . . , xnq P KpL
pqrx2, . . . , xns. We then have dt1 “

ř

ią1
dG
dxi
ptqdti, contradicting

linear independence. If not a p-basis, then we can properly include T in a p-basis, obtaining a

contradiction as in the previous case. �

3.2. Completion. Let R be a ring, I an ideal, and M an R-module.

Define

dIpm,m
1q “

1

infte ą 0 | m ı m1 mod IeMu
,
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with the convention 1{8 “ 0. This is a measure of how close m and m1 are in terms of powers of I, scaled

so that close in the sense of high powers makes this distance smaller. This function satisfies most of the

axioms of a metric: clearly dIpm,m
1q ě 0 with equality if m “ m1, and if dIpm,m

2q, dIpm
1,m2q ă 1{e so

m´m2,m1 ´m2 P IeM , then m´m1 P IeM and dIpm,m
1q ă 1{e, so

dIpm,m
1q ď maxtdIpm,m

2q, dIpm
1,m2qupď dIpm,m

2q ` dIpm
1,m2qq.

However, m ‰ m1 does not always guarantee dIpm,m
1q ą 0: for example, in a ring R ˆ S considered as a

module over itself, with the ideal I “ 0ˆ S, we have I “ Ie for all e, so dIppr, sq, pr, s
1qq “ 0.

Definition 3.12. Let R be a ring, I an ideal, and M an R-module. The I-adic topology on M is the

topology with open basis tm ` IaM | m P M,a P Nu; that is, the topology whose open sets are arbitrary

unions of sets of the form m` IaM ; this is the topology arising from the pseudometricspace structure from

the function dI .

The central case is when M “ R, so the basic open sets are of the form r ` In. The point of the I-adic

topology is that two elements are close if they are congruent modulo a large power of I.

Let us translate some basic topological notions into this topology.

Proposition 3.13. Let R be ring, I an ideal, and M an R-module. Let tanu be a sequence of elements in

M and a PM .

‚ limmn “ m in the I-adic topology if and only if for any e P N, there is some d P N such that for all

n ě d, mn ” m mod IeM .

‚ In particular, limmn “ 0 in the I-adic topology if and only if for any e P N, there is some d P N
such that for all n ě d, mn P I

eM .

‚ tanu is Cauchy if and only if for any e P N, there is some d P N such that for all n, n1 ě N , mn ” m1n

mod IeM .

‚ If S is another ring, J ideal of S, and N an S-module, a function f : M Ñ N is continuous with

respect to the two topologies if for any e P N, there is some d P N such that m ” m1 mod IdM

implies fpmq ” fpm1q mod JeN ; that is, fpm` IdMq Ď fpmq ` JeN .

In particular, if φ : RÑ S is a ring homomorphism and φpIq Ď J , then φ is continuous (w.r.t. I

and J topologies), any R-module homomorphism α : M Ñ N is continuous (w.r.t. I topologies), and

any derivation θ : RÑM is continuous (w.r.t. I topologies).

Definition 3.14. We say that a module M is I-adically separated if
Ş

nPN I
nM “ 0.

If pR,mq is local, we simply say M is separated to mean m-adically separated.

This is equivalent to saying that limits are unique in the I-adic topology. Indeed, m P
Ş

nPN I
nM , then

the limit of the constant sequence tmu is both 0 and m, so unique limits implies separated, and conversely,

if limmn “ m and limmn “ m1 then m´m1 P
Ş

nPN I
nM so separated implies unique limits. By the Krull

Intersection Theorem, any finitely generated module over a local ring (R,mq is m-adically separated.

Definition 3.15. We say that a module M is I-adically complete if every Cauchy sequence in M has a

unique limit.

If pR,mq is local, we simply say M is complete to mean m-adically complete. In particular, a complete

local ring is a local ring that is complete with respect to its maximal ideal.
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Example 3.16. (1) Let pR,mq be an Artinian local ring, so mt “ 0 for some t. Then any Cauchy

sequence is eventually constant: taking e “ t, there is a d such that for n, n1 ě d, rn ” rn1 mod me

so rn “ rn1 . Thus an Artinian local ring is complete.

(2) Let A be a ring and R “ Arx1, . . . , xts. Then R is not px1, . . . , xtq-adically complete, since the

sequence p
řn
i“0 x

iq is Cauchy but has no limit: the limit would have arbitrarily large degree.

(3) Let A be a ring and R “ AJx1, . . . , xtK. We claim that R is px1, . . . , xtq-adically complete. Indeed

the condition for a sequence tfnpxqu to be Cauchy is that for any e, there is some d such that for

n, n1 ě d, the coefficients up to degree e in fnpxq and fn1pxq agree. That is, the xa11 ¨ ¨ ¨xatt -coefficient

of fnpxq for n sufficiently large (greater than the d coming from e “ a1 ` ¨ ¨ ¨ ` at) is well-defined.

The unique power series with these coefficients is the unique limit of tfnpxqu. In particular, a power

series ring over a field is a complete local ring.

(4) If R is I-adically complete, and J is an ideal of R, then R{J is IpR{Jq-adically complete. In

particular, a quotient of a power series ring over a field is a complete local ring.

Lemma 3.17. Let R be a ring, I an ideal, and M an R-module. Let trnu, tsnu be sequences in R and

tmnu, tlnu be sequences in M .

(1) If trnu and tsnu are Cauchy, then so are trn ` snu and trnsnu.

(2) If lim rn “ 0 or lim sn “ 0, then lim rnsn “ 0.

(3) If tmnu and tlnu are Cauchy, so is tmn ` lnu.

(4) If trnu and tmnu are Cauchy, then so is trnmnu.

(5) If limmn “ 0 or lim rn “ 0, then lim rnmn “ 0.

Proof. Note that (1) and (2) are special cases of the rest. If tmnu, tlnu, and trnu are Cauchy, fix e and take

a d that “works” for all three sequences (taking the max). Then for n, n1 ą d, pmn ` lnq ´ pmn1 ` ln1q “

pmn ´mn1q ` pln ´ ln1q P I
eM , and rnmn ´ rn1mn1 “ rnmn ´ rn1mn ` rn1mn ´ rn1mn1 “ prn ´ rn1qmn `

rn1pmn ´mn1q P I
eM , so this d works for each.

If limmn “ 0, fix e and take a d that “works”. Then for n ą d, rnmn P rnI
eM Ď IeM ; similarly if

lim rn “ 0. �

It follows from this lemma that given a ring R, and ideal I, the set of Cauchy sequences with pointwise

addition and multiplication forms a ring, and the set of sequences that converge to zero forms an ideal in

this ring. There is a homomorphism from R to this ring that sends an element to the associated constant

sequence.

Definition 3.18. Let R be a ring and I an ideal. The I-adic completion of R is the ring R̂I given by the

quotient of the ring of Cauchy sequences by the ideal of sequences that converge to zero. This is an R-algebra

given by the map sending an element to the class of a constant sequence.

If M is an R-module, the set of Cauchy sequences in M is a module over the ring of Cauchy sequences

in R, and the set of sequences converging to zero is a submodule. One can check that this induces a well-

defined module action of R̂I on the set of equivalence classes of Cauchy sequences on M modulo sequences

converging to zero.

Definition 3.19. Let R be a ring, I an ideal, and M a module. The I-adic completion of M is the R̂I -module

M̂ I given by the quotient of the ring of Cauchy sequences by sequences converging to zero in M .

Remark 3.20. Let R be a ring, I an ideal, and M a module. Given a Cauchy sequence panq in M , by passing

to a subsequence, we can assume that for any e, and any n,m ě e, an´ am P I
eM ; we just keep skipping to
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the “dth term.” Thus, we can write ae “ a0`pa1´a0q`pa2´a1q`¨ ¨ ¨`pae´ae´1q with ae´ae´1 P I
e´1M .

In this way, we can represent any element in M̂ I as a power series with nth term in InM ; conversely, any

such series is clearly Cauchy, so represents an element of the completion.

Remark 3.21. The following alternative description of completion is also useful. Consider the set of sequences

pr̄nq with r̄n P R{I
n such that the image of r̄n`1 under the quotient map R{In`1 Ñ R{In is r̄n for all n.

The sum or product of two such sequences is again of the same form, so this is a ring, and there is an obvious

map from R to this ring.

Lecture of April 6, 2023

Let’s say that a sequence in R{I ˆ R{I2 ˆ R{I3 ˆ ¨ ¨ ¨ is consistent if for any n, the image of the nth

component under the quotient map R{In Ñ R{In´1 equals the n´ 1st component. We claim that there is

an isomorphism from R̂I to the ring of consistent sequences. To define it, note that for a sequence prnq and

any e, the Cauchy condition implies that the value of rn modulo Ie stabilizes at some point; set r̄e to be

that value. Then pr̄eq satisfies the compatibility condition above. Given Cauchy sequences prnq, psnq, it is

straightforward to see that the associated sequences respect sum and product. Furthermore, a sequence prnq

converges to zero if and only if the stable value of rn modulo Ie is zero for all e, so this map is well-defined

from the completion, and injective. Given any sequence in the target, taking arbitrary lifts for the elements

to R yields a Cauchy sequence, so this map is surjective.

The same construction works just as well for modules. One advantage of these constructions is that we

have well-defined representatives for objects.

We summarize:

Proposition 3.22. Let R be a ring, I an ideal, and M a module. There is an R-algebra isomorphism

R̂I – tpr̄1, r̄2, r̄3, . . . q P R{I ˆR{I
2 ˆR{I3 ˆ ¨ ¨ ¨ | r̄n`1 ” r̄n mod Inu

and isomorphism of R̂I-modules

M̂ I – tpm̄1, m̄2, m̄3, . . . q PM{IM ˆM{I2M ˆM{I3M ˆ ¨ ¨ ¨ | m̄n`1 ” m̄n mod InMu.

Example 3.23. (1) If R “ Arx1, . . . , xns, then R̂pxq – AJx1, . . . , xnK.
(2) The I-adic completion of R‘n is pR̂Iq‘n. Indeed, Cauchy implies Cauchy in each coordinate using

nothing, and Cauchy in each coordinate implies Cauchy, since for each e, we can take a d for each

coordinate, and the max of these “works”. Similarly, converging to zero means converging to zero

in each coordinate.

(3) The I-adic completion of R‘N contains pR̂Iq‘N by the same argument as the interesting direction

above, and can be identified with a subset of
ś

N R̂
I by the same argument as the boring direction.

However, it is strictly between the direct sum and direct product. Indeed, an element of the com-

pletion corresponds to a sequence of elements in R̂I such that for every e, there are at most finitely

many entries that are not in IepR̂Iq.

(4) The pxq-adic completion of the Krxs-module Krx, x´1s is zero, since
Ş

nPN x
nKrx, x´1s “ Krx, x´1s.

Given a ring homomorphism α : R Ñ S with φpIq Ď J , there is an induced map α̂ : R̂I Ñ ŜJ .

Indeed, a continuous map sends a Cauchy sequence to a Cauchy sequence, and a sequence converging to

zero to another converging to zero. It is easy to see this is a ring homomorphism. Likewise, a module

homomorphism α : M Ñ N induces a module homomorphism α̂ : M̂ I Ñ N̂ I .
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Lemma 3.24. Let R be a ring, I be a finitely generated ideal, and M be an R-module. Then there are

equalities
IeM̂ I “ t equivalence classes of Cauchy sequences with entries in IeMu

“ t consistent sequences with first e components equal to zero u.

Proof. We start with the first equality. Clearly any sequence in IeM̂ I is represented by a sequence with

entries in IeM , so the other containment needs to be shown. Let x PP M̂ I be represented by a Cauchy

sequence with entries in IeM . Take a series representation: x “
ř8

n“0 an with an P InM . We must

have ai “ 0 for i ď e, since x ”
ři
n“0 ai mod Ii. Let Ie “ pf1, . . . , ftq. We can write an “

ř

fjbn,j

with bn,j P I
n´eM for all n ě e. Then each sequence s

pjq
n “

řn
k“e bk,j is a Cauchy sequence in M , and

x “
ř

j fjs
pjq
n .

The second equality is straightforward: if each entry is in Ie, then the stable value modulo Im for m ď d

is zero, and conversely if the stable value modulo Ie is zero, by passing to a subsequence, we can assume

that all elements are in Ie. �

Proposition 3.25. Let R be a ring, I be a finitely generated ideal, and M be an R-module. The completion

M̂ I is IR̂I-adically complete.

Proof. Given a Cauchy sequence in R̂I , for any e, there is a stable value for modulo IeR̂I , so the first e

coordinates stabilize. Take the sequence of stable values; this satisfies the consistency condition, so this is

an element of the completion. It is then clear this is the limit. �

Proposition 3.26. Let pR,mq be a Noetherian local ring. Then R̂ (the m-adic completion of R) is a complete

local ring with maximal ideal mR̂, and for any R-module M , M̂ is complete.

Proof. Since m is finitely generated, we know that mR̂ is the set of Cauchy sequences whose stable value

mod m is nonzero; by passing to a subsequence, we can assume any such sequence panq has elements that are

all units. Now, if an ´ an1 P m
e, then a´1

n ´ a´1
n1 “

an1´an
anan1

P me, so pa´1
n q is a Cauchy sequence, and its class

is an inverse for panq. This shows that R̂ is local with maximal ideal mR̂. From the previous proposition, R̂

and M̂ are then complete. �

Proposition 3.27. (1) If R Ñ S is surjective, and J “ IS, then the induced map R̂I Ñ ŜJ on

completions is surjective.

(2) If M Ñ N is a surjective map of R-modules, then the induced map M̂ I Ñ N̂ I on completions is

surjective.

(3) The completion of a Noetherian ring with respect to any ideal is Noetherian.

Proof. Given an element of s P ŜJ , we can write s “
ř8

n“0 sn with sn P J
n. We can then choose a preimage

of sn that is in In, and inductively, we get a sequence of preimages that is Cauchy. Thus the induced map

on completions is surjective.

The second statement is similar.

For the last, let I “ pf1, . . . , fnq and take the induced map on completions from Rrx1, . . . , xns Ñ R

sending xi ÞÑ fi. This expresses the I-adic completion as a quotient of a power series ring in finitely many

variables over a Noetherian ring, which is again Noetherian. �

Lecture of April 11, 2023

3.3. Three main technical things about completion.
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3.3.1. Flatness. The key to exactness properties of completion is the Artin-Rees lemma.

Theorem 3.28 (Artin-Rees Lemma). Let R be a Noetherian ring, I an ideal, and L ĎM finitely generated

R-modules. Then there exists a constant c such that for all n, InM X L Ď In´cL.

Proof. Consider the ring RrIts “
À

nPN I
ntn. We think of this as N-graded with degpRq “ 0 and degptq “ 1,

so the direct sum expression is exactly the graded pieces. Then M˚ “
À

nPN I
nMtn is a graded RrIts-

module, since IntnImM Ď In`mMtn`m. One checks quickly that a generating set for M generates M˚ as

an RrIts-module, so it is finitely generated. The subset L# “
À

nPNpI
nM X Lqtn is a submodule of M˚,

and in fact an RrIts-submodule: IntnpImM X Lqtm Ď In`mMtn`m X Ltn`m. Since I is finitely generated,

RrIts is algebra-finite over R, and hence Noetherian. Thus L# is a finitely generated module; in particular,

it is generated by elements of degree at most c for some c. Then rL#sn Ď rRrItssěn´crL
#sďc, so ,dropping

the tn, InM X L Ď In´cpInM X Lq Ď In´cL. �

Example 3.29. Let R “ Krxs, I “ pxq, and L “ pxtq ĎM “ R. Then for n ě t, InM XL “ pxnq X pxtq “

pxnq “ pxn´tqpxtq “ In´tL. In particular, the “Artin-Rees constant” can be arbitrarily large, even in very

simple examples.

Corollary 3.30. Let R be a Noetherian ring, I an ideal, and L ĎM finitely generated R-modules.

(1) If a sequence in L converges to zero in the I-adic topology in M , then it converges to zero in the

I-adic topology in L.

(2) If a sequence in L is Cauchy in the I-adic topology in M , then it s Cauchy in the I-adic topology in

L.

Theorem 3.31. Let R be a Noetherian ring.

(1) If 0 Ñ L
α
ÝÑ M

β
ÝÑ N Ñ 0 is an exact sequence of finitely generated R-modules, then 0 Ñ L̂I

α̂
ÝÑ

M̂ I β̂
ÝÑ N̂ I Ñ 0 is exact.

(2) If M is a finitely generated R-module, then R̂I bRM – M̂ I .

(3) R̂I is a flat R-algebra.

Proof. (1) We have already seen that β̂ is surjective. We identify L with αpLq and N with M{L.

To see that α̂ is injective, let plnq be a Cauchy sequence in L. If lim ln “ 0 in M , then by the

corollary, lim ln “ 0 in L so plnq represents the zero element in L̂I . This shows injectivity.

We also need Artin-Rees for exactness in the middle. Let pmnq be a Cauchy sequence in M

representing an element in the kernel of β̂. Then for any e, there is some d such that for n ě d,

βpmnq P I
eN . This implies that mn P I

eM `L, so write mn “ m1n ` ln for each n, with m1n P I
eM .

That is, we can write pmnq as the sum of a sequence pm1nq in M that converges to 0 and a sequence

plnq in L. Then plnq “ pmnq ´ pm
1
nq is a difference of Cuachy sequences in M , and hence Cauchy in

M , and thus Cauchy in L by the lemma. Thus, pmnq represents an element in the image.

(2) Take a presentation:

Rm
A
ÝÑ Rn ÑM Ñ 0.
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We can apply base change or completion; since the completions are R̂I -modules, there are maps via

the universal property of extension of scalars:

R̂I bR R
m A //

��

R̂I bR R
n

��

// R̂I bRM //

��

0

R̂m
I // R̂n

I // M̂ I // 0

The top rows is exact by definition of extension of scalars, the bottom by part (1). The first two

down arrows are isomorphisms by earlier example. The last map must then be an isomorphism.

(3) From parts (1) and (2), it follows that for any inclusion of finitely generated modules, the extension

of scalars to the completion is injective. Given a general inclusion of modules, L ĎM , if R̂I bRLÑ

R̂I bRM is not injective, take an element in the kernel. Take a generating set for L and one for M

that contains it; then one can take a generating set of relations for L and extend it to a generating

set of relations on M . An element in the kernel of R̂I bR LÑ R̂I bRM is a linear combination of

finitely many generators S Ď L, and a combination of finitely many relations on the generators of

M . Let L1 be the submodule of L generated by S and M 1 the submodule of M generated by the

elements occurring in the relations on generators of M making the element zero. Then the element

is in the kernel of the corresponding map. �

Example 3.32. (1) Let R “ Krxs, M “ Krx, x´1s{Krxs, and

0 Ñ K ¨
1

x
ÑM

x
ÝÑM Ñ 0.

Then the completion is just

0 Ñ K Ñ 0 Ñ 0 Ñ 0,

which is no longer exact.

(2) Let R “ Krxs, and consider the sequence

0 Ñ
à

n

R
µ
ÝÑ

à

n

R
π
ÝÑ

à

n

R{xn Ñ 0,

where µpeiq “ xiei and π is the projection map. Then the element px, x2, x3, . . . q is a valid element

of {

À

nR and is in the kernel of π̂, but is not in the image of µ̂, since px, x, x, . . . q is not a valid

element of {

À

nR.

Corollary 3.33. If A is Noetherian and R “ Arx1, . . . , xns{I, then R̂pxq – AJx1, . . . , xnK{IAJx1, . . . , xnK.

Proof. First, we note that the pxq-adic completion of R as a ring is the same as the pxq-adic completion of

R as an Arx1, . . . , xns-module: Cauchy and convergent sequences are the same in either. Then, the pxq-adic

completion of R is the AJx1, . . . , xnK-module with the same presentation; i.e., AJx1, . . . , xnK{IAJx1, . . . , xnK.
�

3.3.2. Super NAK.

Theorem 3.34 (Complete NAK). Let pR,m, kq be a complete local ring, and M be a separated R-module.

Then, for m1, . . . ,mt PM , we have

M “
ÿ

i

Rmi ðñ M{mM “
ÿ

i

kmi.

Proof. The implication pñq is clear.
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For the other implication, we have that M “
ř

iRmi `mM . Consequently, mM “
ř

immi `m2M , etc.

Then, for m PM , write

m “
ÿ

i

ri,0mi ` t1, ri,0 P R, t1 P mM

t1 “
ÿ

i

ri,1mi ` t2, ri,1 P m, t2 P m
2M

t2 “
ÿ

i

ri,2mi ` t3, ri,2 P m
2, t3 P m

3M

...
...

The sequences tri,0, ri,0`ri,1, ri,0`ri,1`ri,2, . . . u for each i are Cauchy, so we obtain elements ri “
ř

j ri,j P R.

Consider the element m̃ “
ř

i rimi PM . To compute m´ m̃ modulo mnM , we may replace ri by
řn´1
j“0 ri,j ,

and we see the difference is congruent to tn, which is hence congruent to zero. Thus m´ m̃ P mnM for each

n. Thus, m “ m̃, so M “
ř

iRmi. �

3.3.3. Hensel’s Lemma.

Theorem 3.35 (Hensel’s lemma). Let pR,m, kq be a complete local ring. Let F P Rrxs be monic. Suppose

that the image of f of F in krxs factors as f “ gh with g, h P krxs monic and pg, hq “ 1. Then there exist

G,H P Rrxs monic with images gpxq, hpxq P krxs respectively and F “ GH.

Lecture of April 13, 2023

Proof. The idea is to inductively solve modulo mn, where the base case is the given hypothesis. Suppose we

have Gn, Hn P Rrxs such that Gn “ g,Hn “ h and F ´ GnHn P mnrxs. Note that the leading coefficients

cancel, so this difference has degree less than that of F . Thus, we can write

F ´GnHn “
ÿ

i

UiVi Ui P m
n, Vi P Rrxs,deg Vi ă degpF q.

Since pg, hq “ 1, we can write aig` bih “ Vi with ai, bi P krxs; after replacing ai with the remainder modulo

h and changing bi appropriately, we can assume that degpaiq ă degphq. Then,

degphbiq “ degpVi ´ aigq ă degpfq “ degpgq ` degphq, so degpbiq ă degpgq.

Now, pick Ai, Bi P Rrxs with Ai “ ai,degpAiq “ degpaiq (likewise with B’s), and set Gn`1 “ Gn`
ř

i UiBi,

Hn`1 “ Hn `
ř

i UiAi. These polynomials then satisfy the same hypotheses (modulo mn`1). Indeed the

degree business guarantees these are still monic and:

F ´Gn`1Hn`1 “ F ´ pGn `
ÿ

UiBiqpHn `
ÿ

UiAiq

“ F ´GnHn ´
ÿ

UiBiHn ´
ÿ

UiAiGn ´ p
ÿ

UiBiqp
ÿ

UiAiq

“
ÿ

i

UiVi ´
ÿ

UiBiHn ´
ÿ

UiAiGn ´ p
ÿ

UiBiqp
ÿ

UiAiq

The last term is in m2nrxs Ď mn`1rxs. Thus, modulo mn`1rxs we have
ÿ

i

UipVi ´BiHn ´AiGnq.

Since Ui P m
nrxs and Vi ´BiHn ´AiGn P mrxs, this difference is zero.

The elements tGnu and tHnu then form a Cauchy sequence converging to the required elements. �
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Corollary 3.36. Let pR,m, kq be a complete local ring, and F P Rrxs. If f “ F P krxs has a simple root α

in k, then F has a simple root a P R with a mod m “ α.

Proof. If f has a simple root in k, then it factors in k as px´αqg, with g coprime to x´α. We can lift this

factorization by Hensel’s lemma, to get the same type of factorization in R, yielding a simple root. �

Example 3.37. We can use Hensel’s Lemma to show that the polynomial 1 ` x has a square root in

R “ CJxK. This is the same as showing that T 2 ´ x ´ 1 has a root. Going modulo x we get T 2 ´ 1, which

has T “ 1 as a simple root. By Hensel’s Lemma, we get a root in R.

Example 3.38. The hypothesis of simple root is necessary. Indeed, over R “ CJx, yK, the polynomial

T 2 ´ xy has 0 as a simple root modulo px, yq, but no root in R, since xy is not a square.

Example 3.39. Consider the ring R “ Crx, ys{py2 ´ x2 ´ x3q. This ring is a domain, and S “ Rpx,yq is as

well. Geometrically, this corresponds to a curve with a crossing at the origin. Even locally, this is irreducible.

However, in the completion Ŝ “ CJx,yK
py2´x2´x3q

the element x2 ´ x3 “ x2p1 ` xq is a square, so the equation

factors, and Ŝ has two minimal primes corresponding to the two branches of the curve near the origin.

3.4. Coefficient fields and Cohen Structure Theorem.

Definition 3.40. Let pR,m, kq be a local ring. A coefficient field for R is a field K Ď R such that the map

K Ď RÑ k is an isomorphism.

Note that a local ring can have a coefficient field only if it contains a field, which is equivalent to having

equal characteristic. In this case, the map from any subfield to the residue field is always injective.

Example 3.41. (1) Let R “ Rrxspx2`1q. Then R{m – C, but there is no coefficient field for R, since

any element in R is a rational function over R, which squares to an element that is a nonnegative

function, so there is no solution to z2 ` 1 “ 0 in R.

(2) Let R “ Crx, yspxq. Then Cpyq and Cpx` yq are two different coefficient fields for R.

(3) Let R “ {Fpptqrxspxp´tq. This is a complete local ring, with residue field Fpptqrxs{pxp ´ tq – Fppt1{pq.
We claim that no coefficient field contains t. Suppose otherwise that K is a coefficient field

containing t, and hence Fpptq. Then there is an element r P K Ď R with rp “ t. Going modulo

pxp ´ tq, there is a unique pth root of t in the residue field, so we must have r ” x mod pxp ´ tq, so

r “ x` pxp ´ tqg. But then rp “ xp ` pxp ´ tqpgp ” xp mod pxp ´ tq2, but xp ı t mod pxp ´ tq2, a

contradiction.

However, we claim that Fppxq Ď R is a coefficient field. First, we note that the field of rational

functions of x is contained in Fpptqrxspxp´tq “ Fprt, xspxp´tq, since Fprxs X pxp ´ tqFprt, xs “ 0, so

every element of Fprxs maps to a unit in Fpptqrxspxp´tq, and a local ring injects into its completion.

But x P R maps to t1{p in the residue field, so this is a surjective map of fields, and hence an

isomorphism.

Lecture of April 18, 2023

Lemma 3.42. Let pR,m, kq be a local ring of equal characteristic. Then any subfield of R is contained in a

maximal subfield, and if K is a maximal subfield, the extension K Ď k is algebraic.

Proof. The first part is a straightforward application of Zorn’s lemma. For the second, let K Ď R be a

maximal subfield. Suppose that θ P k is transcendental over K, and let r P R be a lift of θ. For any nonzero
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polynomial fpxq P Krxs, we must have that fpθq ‰ 0 in k, so fprq is not in m; i.e., is a unit. Thus the map

Krxs Ñ R is mapping x to r is injective and extends to a map Kpxq – Kprq Ď R. This contradicts the

maximality of K. �

Theorem 3.43. Let pR,m, kq be a complete local ring of equal characteristic zero. Then every maximal

subfield of R is a coefficient field. In particular, every subfield of R is contained in a coefficient field.

Proof. Let K be a maximal subfield. By the lemma, K Ď k is algebraic, and by the hypothesis of charac-

teristic zero, is separable algebraic. Suppose that there is some θ P k rK. Then α P k is a simple root of

some irreducible monic polynomial f P Krxs. We have f P Krxs Ď Rrxs Ñ krxs, so we can apply Hensel’s

lemma. Thus, f has a simple root r in R that has image θ in k. Then Krxs{pfpxqq – Krrs Ď R is a larger

subfield of R, contradicting minimality. �

Lemma 3.44. If Θ is a p-basis for k, then Θrăp
e
s is a basis for k over kp

e

.

Remark 3.45. We will need to consider subrings of peth powers below. For a ring R of positive characteristic,

the set of its peth powers is a subring Rp
e

as a consequence of vanishing of binomial coefficients mod p. If

pR,m, kq is local, the set of peth powers of elements of m is the unique maximal ideal of Rp
e

, and the residue

field is kp
e

. We will need to consider both the set of peth powers of elements of m and the ordinary peth

power of m in R, and each would naturally be written the same way. We will write mRpe for the set of peth

powers of elements of m, and mp
e

for the usual peth power of the ideal m Ď R.

For example, if R “ FpJx, yK, then

mR
p

“ pxp, ypqFpJxp, ypK “ t
8
ÿ

i,j“1

ci,jx
piypju

and

mp “ pxp, xp´1y, . . . , xyp´1, ypqFpJx, yK “ t
8
ÿ

i`jěp

ci,jx
iyju.

In general we have mRpe Ď mp
e

.

Theorem 3.46. Let pR,m, kq be a complete local ring of equal characteristic p ą 0. Let Θ be a p-basis for

k. Then for any lift T of Θ to R, there is a coefficient field of R containing T , namely K “
Ş

ePNR
perT s.

Proof. Note that K is at least a subring of R that contains T .

Note that Rp
e

rT s “ Rp
e

¨ T răp
e
s, since each element t P T has tp

e

P Rp
e

. We will use the following

observation multiple times:

(♣) Rp
e

rT s Xm Ď mp
e

.

To verify it, write u P m as an Rp
e

-linear combination of T răp
e
s. Taking images of this linear combination

modulo m gives a kp
e

-linear combination of Θrăp
e
s that is zero, so by the lemma, each coefficient is zero in

kp
e

, and hence in the original combination, each coefficient is in mXRp
e

Ď mRpe Ď mp
e

. Thus

K Xm “
č

e

pRp
e

rT s Xmq Ď
č

e

mp
e

“ 0.

Thus, K injects into k.

Now we show that the map K Ñ k is surjective. We define a set theoretic function ` : k Ñ R such that

π ˝ ` is the identity on k as follows: Fix λ P k. Since k “ kp
e

rΘs, for any e we can pick some re P R
perT s

that maps to λ. Then re`1 ´ re P m since their images coincide in k, and re`1 ´ re P R
perT s Xm Ď mp

e

, so
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preq is a Cauchy sequence in R. Let `pλq “ lime re. To see that ` is well-defined, given pr1eq with r1e mapping

to λ, re ´ r
1
e P R

perT s Xm Ď mp
e

, so the difference converges to 0. The image of `pλq in k is λ, since this is

true for each re.

Now we show that for any λ and any n, `pλq P Rp
n

rT s; this will show that `pλq P K so the map K Ñ k

is surjective.

Given n, write λ as an element of kp
n

Θrăp
n
s:

λ “
ÿ

µ

cp
n

µ θµ,

where µ runs over all exponent tuples with each exponent bounded by pn. For every µ and e, pick some

cµ,e P R
perT s such that cµ,e maps to cµ in k, so pcµ,eq is a Cauchy sequence with limit `pcµq. Let

we “
ÿ

µ

cp
n

µ,et
µ.

Then we P R
perT s and the we ” λ mod m. Again by well-definedness of `, we have

lim
e
we “ `pλq.

On the other hand,

lim
e
we “

ÿ

µ

lim
e
pcp

n

µ,eqt
µ “

ÿ

µ

lim
e
pcµ,eq

pntµ “
ÿ

µ

`pcµq
pntµ P Rp

n

rT s. �

Corollary 3.47. Let K be a perfect field (i.e., K has characteristic zero or K has characteristic p ą 0 and

K “ Kp) and R be a complete local K-algebra. Then R has a coefficient field containing K.

Proof. In characteristic zero, since K is a subfield, there is a maximal subfield containing K which is

necessarily a coefficient field. In positive characteristic, K “
Ş

Kpe Ď
Ş

Rp
e

Ď Rp
e

rT s for a p-basis T ,

so K is contained in a coefficient field. �

Lecture of April 20, 2023

Theorem 3.48 (Cohen Structure Theorem: Main part). Let pR,m, kq be a complete local Noetherian ring

containing a field. Then R – kJx1, . . . , xnK{I for some ideal I. In particular, every complete local Noetherian

ring is a quotient of a regular local ring.

Proof. Let m “ pa1, . . . , anq. Consider the homomorphism kJx1, . . . , xnK Ñ R induced by map krx1, . . . , xns Ñ

R mapping xi to ai. We claim that this is surjective. The image of pxq in R is contained in m, so R is

pxq-adically separated. Then since the image 1 generates R{pxqR as a kJx1, . . . , xnK{pxq vector space, 1

generates R as a kJx1, . . . , xnK-module. This means that the map is surjective. �

Theorem 3.49 (Cohen Structure Theorem: Regular rings). Let pR,m, kq be a complete regular local ring

containing a field. Then R – kJx1, . . . , xnK.

Proof. By the main part of CST, write R – S{I for some I and some power series ring S. By the regular

hypothesis, a minimal generating set f1, . . . , ft for I has linearly independent images in n{n2, where n is

the ideal of the xs in S. Applying a suitable linear change of coordinates, we can rewrite fi “ xi ` gi with

gi P n
2. We claim that the map A “ kJxt`1, . . . , xmK Ñ R is an isomorphism. Set a to be the maximal ideal

of a. Then R is a-adically separated, since a maps into m. Also R{aR – kJx1,...,xtK
px1`g1,...,xt`gtq

. But the images of

px1` g1, . . . , xt` gtq are linearly independent in the maximal ideal of kJx1, . . . , xtK modulo its square, so the

quotient is a regular ring of dimension zero, hence a field, so R{aR is generated by the class of 1. By Super
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NAK, R is generated by the image of 1, so this map is a surjection. But the dimension of A equals that of

R, and these are domains, so it is an isomorphism too. �

Optional Exercise 3.50. Let R be a Noetherian local ring. Then dimpRq “ dimpR̂q.

Hint: Show that R{mnR – R̂{mn
R̂

and use Hilbert functions.

Theorem 3.51 (Cohen Structure Theorem: Noether Normalization). Let pR,m, kq be a complete regular

local ring containing a field. Then there exists a power series ring A “ kJx1, . . . , xnK such that A Ď R is a

module-finite inclusion.

Proof. Let f1, . . . , fn be a system of parameters for R. Consider the map krx1, . . . , xns Ñ R by sending

xi to fi and the induced map on completions A
α
ÝÑ R. We claim that R is module-finite over the image

of this map. Indeed, first we note that the completion of R with respect to its maximal ideal agrees with

the completion of R as an A-module by restriction of scalars. Indeed, if n is the maximal ideal of A, we

have mn Ď nR Ď m by definition of system of parameters, so large powers of m agree with large powers of

n in R (i.e., the topologies agree). In particular, R is n-separated. We also have R{nR is a finite length, so

finitely generated over A and hence over k. By Super NAK, R is a finitely generated A-module. But then

dimpRq “ dimpA{ kerpαqq. On the other hand, dimpRq “ n “ dimpAq, and since A is a domain, we must

have kerpαq “ 0; i.e., α is injective. �

Remark 3.52. Recall that a local ring pR,m, kq that does not contain a field has mixed characteristic: the

characteristic of R is zero or a (proper) power of p, and the characteristic of k is p. In this case, instead

of a coefficient field, R contains a Cohen ring : a complete local domain V with principal maximal ideal p

and residue field k, or a quotient V {pV for a Cohen ring. Every Cohen ring with the same residue field is

isomorphic. The remaining aspects of the structure theorems hold with only one minor change:

(1) Every complete local Noetherian ring of mixed characteristic is isomorphic to a quotient of a power

series ring over a Cohen ring with the same residue field as R.

(2) Every complete local Noetherian ring of mixed characteristic is a module-finite extension of a power

series ring over a Cohen ring with the same residue field as R.

(3) Every complete regular local Noetherian ring of mixed characteristic is isomorphic to a power series

ring over a Cohen ring or a quotient of a power series ring over a Cohen ring by a principal ideal

generated by an element of the form p´ f for some f in the square of the maximal ideal.

4. Return to Jacobian criterion

Proposition 4.1. Let pR,m, kq be a local ring of equal characteristic. Suppose that K Ď R is

‚ the prime field (Q or Fp) of R,

‚ Z, or

‚ any perfect field contained in R.

Then the map
m

m2

dR|K
ÝÝÝÑ k bR ΩR|K

is injective.

Proof. We have seen that this happens whenever there is a K-algebra right inverse to the quotient map

R{m2 Ñ R{m. If K Ď R, then K Ď R{m2, and since R{m2 is artinian, it is complete. Thus, there is a
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coefficient field L for R{m2 containing K. Thus, the map from RmÑ L is a K-algebra right inverse to the

quotient map, and the conclusion follows. �

Lecture of April 25, 2023

Based on our earlier work, we have the following:

Theorem 4.2. Let K be a perfect field and R “ Krx1, . . . , xns{I. Then for p P SpecpRq with preimage

q Ď S, the following are equivalent:

‚ Rp is regular

‚ K Ñ Rp is essentially smooth

‚ Column jacobian on a minimal generating set is injective in κppq.

We would like to refine and extend this result in multiple ways. First, we would like to like to give a

criterion for regularity that is somewhat less dependent on p so we can compute the singular locus. Second,

recalling that smoothness is related to projectivity of the Kahler differentials, we want to understand this

criterion more specifically focused on the differentials. Third, we want to state a version of this that holds

even when K is not perfect.

4.1. Ideals of minors and free modules. Let R be a ring and A a an n ˆm matrix, so there is a map

of free modules

Rm
A
ÝÑ Rn.

For 0 ă t ď mintm,nu, we define

ItpAq “ p tˆ t minors of A q.

By convention, we also set ItpAq “ 0 for t ą mintm,nu.

Note that, by Laplace expansion, I1pAq Ě I2pAq Ě I3pAq Ě ¨ ¨ ¨ . If R “ K is a field, then

ItpAq “

$

&

%

K if t ď rankpAq

0 if t ą rankpAq
.

Of course, over a general ring, any ideal can be the ideal of minor of a matrix.

For any prime p P SpecpRq, we can think of A as a matrix over κppq via the natural map RÑ κppq. Then

the rank of A over κppq is at least t if and only if ItpAqκppq ‰ 0, which happens if and only if ItpAq * p. In

particular,

tp P SpecpRq | rankκppqpAq ă tu “ V pItpAqq

is closed; if p Ď q, then the rank can only go down.

Lemma 4.3 (Cauchy-Binet formula). Let R be a ring. Let A be an nˆm matrix and B be an mˆn matrix

with m ě n. For a subset I Ď rms of size n, write A‚,I to be the submatrix with columns indexed by I and

BI,‚ to be the submatrix with rows indexed by I. Then detpABq “
ř

IĎrms,|I|“n detpA‚,IqdetpBI,‚q.

Proof. Let a1, . . . , an be the rows of A. We can think of detpABq as a function DBpa1, . . . , anq that is

R-linear in each argument: indeed

row 1 of

¨

˚

˚

˚

˚

˝

»

—

—

—

—

–

ca1 ` a
1
1

a2

...

an

fi

ffi

ffi

ffi

ffi

fl

B

˛

‹

‹

‹

‹

‚

“ pca1 ` a
1
1qB “ ca1B ` a

1
1B “ c ¨ row 1 of

¨

˚

˚

˚

˚

˝

»

—

—

—

—

–

a1

a2

...

an

fi

ffi

ffi

ffi

ffi

fl

B

˛

‹

‹

‹

‹

‚

` row 1 of

¨

˚

˚

˚

˚

˝

»

—

—

—

—

–

a11

a2

...

an

fi

ffi

ffi

ffi

ffi

fl

B

˛

‹

‹

‹

‹

‚

,
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and likewise for the other ai’s, so this follows by linearity of determinant in rows.

Likewise, the function
ř

IĎrms,|I|“n detpA‚,IqdetpBI,‚q “ D1Bpa1, . . . , anq linear in each argument: in

particular, this holds for each I for the same reason as above. Thus, if the formula holds whenever each ai

is a standard basis vector in Rm, the formula holds in general by linearity. Moreover, if any standard vector

repeats in the a’s, then AB has a repeating row, and both sides are zero. Thus, we reduce to the case where

each row of A has exactly one 1 and all other entries 0. Both expressions also stay the same if we permute

the columns of A and rows of B simultaneously, so we can assume that A is an identity block followed by

zeroes. Then the product of AB is the matrix B1 consisting of the first n rows of B, so detpABq “ detpB1q,

and the only nonzero term in
ř

IĎrms,|I|“n detpA‚,IqdetpBI,‚q is where I “ rns, and the value is detpB1q. �

Lemma 4.4. Let R be a ring.

(1) If A, B are matrices, then ItpABq Ď ItpAqItpBqpĎ ItpAq X ItpBqq.

(2) If A is a matrix and U and V are invertible matrices, then ItpUAq “ ItpAq “ ItpAV q.

Proof. For the first statement, given a t ˆ t minor of AB, we can replace A by the rows occurring in the

given minor and B by the columns occurring in that minor. The statement then follows from Cauchy-Binet.

For the second, by the first part we have

ItpUAq Ď ItpAq “ ItpU
´1UAq Ď ItpUAq

and similarly for V . �

Proposition 4.5. Let pR,mq be a local ring. Given an nˆm matrix A, the cokernel of A is free of rank r

if and only if Ipn´rqpAq “ R and Ipn´rq`1pAq “ 0.

Proof. By the lemma, multiplying on the left and right by invertible matrices (and in particular, row and

column operations) does not affect the ideals of minors; it also does not affect the cokernel up to isomorphism.

If A has a unit as an entry, applying row and column operations, without loss of generality it is the top

left entry, and all other entries in the same row and column are zero. Repeating this process, we reduce to

the case A “

«

I 0

0 B

ff

with I the k ˆ k identity matrix and B a matrix in m. Then the cokernel of A is

isomorphic to that of B, while

IjpAq “

$

&

%

R if j ď k

Ij´kpBq if j ą k
.

If M is free, then B “ 0: writing

Rm´k
B
ÝÑ Rn´k ÑM Ñ 0

since the entries of B are in m, the generators of Rn´k are linearly independent modulo m, hence a minimal

generating set for M , but then they must be a free basis, so B “ 0. Then, lining up the numbers, k “ n´ r.

In that case, IjpAq “ R for j ď k and “ 0 for j ą k and the conclusion holds.

On the other hand, if the conditions on minors hold for some value of r, then the first index where the

ideal of minors is proper must agree with k ` 1, so k “ n ´ r, and the first proper such ideal is zero, so

I1pBq “ 0 and hence B “ 0. We then get a free cokernel of rank r. �

4.2. Jacobian criterion for singular locus over perfect fields.

Lemma 4.6. Let K be a field and S “ Krx1, . . . , xns be a polynomial ring. Let I “ pf1, . . . , ftq Ď S be an

ideal and a Ě I a prime ideal. If htpaq “ h, then Ih`1pJ
T pf1, . . . , ftqq “ 0 in Sa{aSa.
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Proof. Let I Ď a Ď q with a of height h. Then Sa is regular, so there exist g1, . . . , gh P S with aSa “

pg1, . . . , ghqSa. Now, since ISa Ď aSa, so we can write fi “
ř

j ri,jgj .

Recall that the universal derivation dSa|K : Sa Ñ ΩSa|K can be identified with the map

s ÞÑ
ÿ

k

ds

dxk
dxk,

and that the coordinates are the entries of the column Jacobian. We have

dSa|Kpfiq “ dSa|Kp
ÿ

j

ri,jgjq “
ÿ

j

ri,jdSa|Kpgjq `
ÿ

j

gjdSa|Kpri,jq.

The entries of the second sum are in aSa, so in Sa{aSa we can write JT pf1, . . . , ftq “ rri,jsJ
T pg1, . . . , ghq.

But then the vanishing of the h` 1 minors is clear. �

Lecture of April 27, 2023

Lemma 4.7. Let pS, nq be a regular local ring, and I Ď S. The following are equivalent:

(1) S{I is regular

(2) The map I
nI

η
ÝÑ n

n2 is injective.

(3) The map η has rank (taken in κpnq) equal to the height of I.

Proof. We have seen the equivalence of the first two earlier. If S{I is regular, then the rank of η equals the

minimal number of generators of I, and each minimal generator decreases the dimension by one, so the height

equals the minimal number of generators, thus rank of η equals height of I. Conversely, if the rank of η equals

the height of I, take a set of minimal generators whose images form a basis of the image of η and let J be the

ideal they generate. Then dimpS{Jq is regular, hence a domain, and dimpS{Jq “ dimpSq´htpIq “ dimpS{Iq,

so I{J “ 0, and hence S{I is regular. �

Theorem 4.8. Let K be a perfect field and R “ Krx1, . . . , xns{I. Then for p P SpecpRq with preimage

q Ď S, the following are equivalent:

‚ Rp is regular

‚ The rank of the Jacobian matrix for I in κppq is htISq.

‚ ΩRp|K is free of rank n´ htISq.

Proof. Set h “ htISq.

We have maps
Iq
qIq

η
ÝÑ

qSq

q2Sq

d
ÝÑ κpqq bK ΩS|K

with the second injective, so the rank of η equals that of d ˝ η. Applying the lemma to Sq, Rp is regular if

and only if the rank in κppq of d ˝ η is the height of htIq. This map is given in matrix form by the column

Jacobian on the f ’s, showing the equivalence of the first two.

For the last equivalence, recall that ΩRp|K is the cokernel of the Jacobian considered as a map of Rp

modules. If Rp is regular, then ISq is prime of height h, and by the lemma, Ih`1pJ
T pfqq “ 0 in Sq{ISq “ Rp,

while IhpJ
T pfqq * κppq by the second bullet, so ΩRp|K is free of rank n´ h. On the other hand, if ΩRp|K is

free of rank n ´ h, then IhpJ
T pfqq “ Rp and Ih`1pJ

T pfqq “ 0 by the linear algebra lemma, so the rank of

the Jacobian in κppq must be exactly h. �

Remark 4.9. Recall that the height of I equals mintht p | p Ě I minimal primeu. If I Ď q, then the height

of ISq equals mintht p | p Ě I minimal prime with p Ď qu.
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Given a primary decomposition I “ Q1 X ¨ ¨ ¨Qt with Q1, . . . , Qs Ď q and Qs`1, . . . , Qt * q, we have

ISq X S “ Q1 X ¨ ¨ ¨ XQs. Set rRp “ S{pISq X Sq; then rRp is a finitely generated K-algebra with the same

localization at p and consisting only of the components contained in p. In particular, the minimal primes of

Rp are in bijection with those of rRp. Then the number n´ htISq equals the dimension of rRp. Thus, Rp is

regular if and only if ΩRp|K is free of rank dimp rRpq.

For example, take S “ Krx, y, zs, I “ pxy, xzq, and R “ S{I. We have V pIq “ V pxq Y V py, zq is the

union of a plane and a line. Then htpIq “ 1 due to the minimal prime pxq. However, for m “ px´1, y, zq, we

have htpISmq “ 2, since pxq blows up and py, zq is the unique minimal prime over I in the localization. This

maximal ideal m corresponds to a point in the line that is not on the plane. We can realize Rm – pS{py, zqqm;

in our notation, rRm “ S{py, zq.

For a ring R, we define the singular locus of R to be

SingpRq “ tp P SpecpRq | Rp is not regularu.

Corollary 4.10. Let K be a perfect field and R “ Krx1, . . . , xns{I. Suppose that the height of each minimal

prime of I is h. Let I “ pf1, . . . , ftq. Then,

SingpRq “ V pIhpJ
T pf1, . . . , ftqqq.

Proof. By hypothesis, the height of Iq equals h for any q Ě I in S. By the earlier lemma, the rank of the

Jacobian matrix for I in κppq is at most h (since this is the case modulo a smaller prime. Thus, the rank of

the Jacobian matrix for I in κppq equals h if and only if the localization is regular. �

Example 4.11. The hypothesis on equal heights is necessary, though we need a slightly more interesting

example than the one we considered above. Let K “ C and R “ Krx, y, zs{px2 ´ x, xyzq. Then the height

of the ideal I “ px2 ´ x, xyzq is 1, since x is a minimal prime, but I1 of the Jacobian contains 2x´ 1, which

generates the unit ideal in the quotient. But, localizing at px´ 1, y, zq we get Krx, y, zspx´1,y,zq{px´ 1, yzq,

which is not regular.

Geometrically, R is the coordinate ring of the disjoint union of the plane x “ 0 and the crossing pair of

lines x “ 1, y “ 0 and x “ 1, z “ 0. The plane tells us to take 1 ˆ 1 minors, but the singularity is taking

place in a component of codimension 2.

Lecture of May 1, 2023

Corollary 4.12. Let K be a perfect field and R be essentially algebra finite over K. Then the singular locus

of R is a closed subset of SpecpRq.

Proof. First, we reduce to the case R is algebra-finite over K, since SpecpW´1Rq can be identified with

a subspace of SpecpRq, and the prime localizations of W´1R are isomorphic to the corresponding prime

localizations of R.

Write R “ Krx1, . . . , xns{I. Take a minimal primary decomposition I “ Q1 X ¨ ¨ ¨ X Qt X Q11 X ¨ ¨ ¨ X Q1s

with Qi minimal components and the other embedded. We claim that

SingpRq “
ď

iăj

V pQiR`QjRq Y
t
ď

k“1

V pQkR` IhtpQkqpJ
T pgens of QkqRqq

“ V p
ź

iăj

pQiR`QjRq ¨
t
ź

k“1

pQkR` IhtpQkqpJ
T pgens of QkqqRqqq.
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For the containment (Ě), we show that Rp regular implies that p is not in the right hand side. Suppose

that Rp is regular. Then Rp – pS{Iqq is Sq mod the primary components contained in q; since this is a

domain, this intersection must be just a single prime; in particular, p does not contain the image of Qi`Qj

for and i ă j. Then, Rp – pS{Qiqq for some i, and this is regular, so p must not contain the hi minors of

the Jacobian of a generating set of Qi, by the case where all components have the same height.

Conversely, if p is not in the right hand side, then p must contain only one minimal component Qi,

and it cannot contain the hi minors of the corresponding Jacobian, so, using the same isomorphism, Rp is

regular. �

It turns out that free of any rank implies free of the correct rank and hence regular under additional

hypotheses.

Lemma 4.13. Let K be a perfect field of characteristic p, and L be a finitely generated field extension of

K. Then p degpLq “ pdegKpLq “ trdegKpLq.

Proof. To see the first equality, note that Lp “ KppLpq “ KpLpq. For the second, take a transcendence basis

x1, . . . , xt for L over K. Then L is finitely generated and algebraic over Kpx1, . . . , xtq, so finite. Then, using

the homework, we have p degpKpx1, . . . , xtqq “ p degpKq ` t “ t and p degpLq “ p degpKpx1, . . . , xtqq. �

Theorem 4.14. Let K be a perfect field and R “ Krx1, . . . , xns{I. Suppose that either R has characteristic

zero or is reduced. Then for p P SpecpRq, Rp is regular if and only if ΩRp|K is free.

Proof. By the previous theorem, Rp is regular if and only if ΩRp|K is free of rank n´ htISq, where q is the

preimage of p in the polynomial ring. Removing the minimal components of R that are not contained in p

(i.e., replacing R by dimp rRpq), we can assume that dimpRq “ n ´ htISq and that every minimal prime of

R is contained in p. Thus, we just need to show that if ΩRp|K is free, then its rank is dimpRq. Let a be

a minimal prime of R with dimpRq “ dimpR{aq; by the reduction above, this is contained in p. From the

second fundamental sequence, we have

aRa

a2Ra

d
ÝÑ κpaq bRp

ΩRp|K Ñ Ωκpaq|K Ñ 0.

We claim that Ωκpaq|K is a vector space of rank dimpRq. In characteristic zero, this dimension is the size

of a transcendence basis for κpaq over K, which is dimpR{aq “ dimpRq by Noether normalization. In positive

characteristic, by the lemma, the rank is given by p degKpκpaqq “ trdegKpκpaqq by the lemma, which is

dimpRq for the same reasons as the characteristic zero case. Thus, it suffices to show that the map d in the

sequence above is the zero map.

If R is reduced, then aRa “ 0 since this the unique minimal prime of Ra, hence its nilradical, so the map

d is zero.

If the characteristic of K is zero, then every element of aRa is nilpotent in Ra. Let f t “ 0 but f t´1 ‰ 0.

Applying

Ra
d
ÝÑ ΩRa|K

we get tf t´1df “ 0 in ΩRp|K , so f t´1df “ 0. Since ΩRa|K – pΩRp|Kqa is free, and df is annihilated by some

nonzero element, df P aΩRa|K , so df “ 0 in κpaq bRp
ΩRp|K . Thus, the desired map is zero. �

4.3. Jacobian criteria over arbitrary fields.

Example 4.15. Let K “ Fptq, R1 “ Krxs{pxp ´ tq, and R2 “ Krxs{pxpq. For both rings, the Jacobian

ideal would say the singular locus is V p0q. The first is regular but the second is not. However, if we could

differentiate by t, then the 1ˆ 1 minors of the Jacobian matrix give the expected result.
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Let K be a field and R “ Krx1, . . . , xns. Let K0 Ď K be a subfield. Let T “ tkiu be a transcendence

basis for K{K0 if characteristic 0 or a p-basis for K{K0 if characteristic p.

Let’s recall our earlier construction of derivations of K over K0. In characteristic zero, we obtain deriva-

tions by taking derivatives with respect to the transcendence basis on the purely transcendental extension

K0tkju and extending uniquely by separability. In characteristic p, we have derivations given by taking the

derivatives with respect to a p-basis as discussed earlier. In either case, these are the dual basis elements to

dkj . Let’s write d
dkj

for these derivations on K. Then each d
dkj

extends to a K0-linear derivation on R by

acting on each coefficient of f considered as a polynomial; by abuse of notation, we will use the same name

for these extensions.

Proposition 4.16. Let R “ Krx1, . . . , xns and K0 Ď K be a field. Let tkju be a transcendence basis or

p-basis of K{K0, and t d
dkj
u be the extensions of a dual basis to R by acting on coefficients. Then

R // À
iRdxi ‘

À

j Rdkj

dprq
� // ř

i
dr
dxi

dxi `
ř

j
dr
dkj

dkj

is a universal derivation.

Proof. Let’s just show the universal property. Given a K0-linear derivation from B : R Ñ M , since our

candidate Ω is free on dxi and dkj , there is a unique R-linear map α such that αpdxiq “ Bpxiq and αpdkjq “

Bpkjq. Uniqueness of α is clear, since βd “ B implies βpdxiq “ Bpxiq and βpdkjq “ Bpkjq, so β agrees with α

on a generating set and β “ α. However, we need to check that αdprq “ Bprq for all r P R. It suffices to show

any K0-linear derivation is uniquely determined by its values on xi and kj ; i.e., that a K0-linear derivation

that vanishes on xi and kj is the zero derivation. Suppose Bpxiq “ Bpkjq “ 0 for all i, j. Consider B|K . Since

Bpkjq “ 0 for all j and ΩK|K0
is generated by dkj , we must have B|K “ 0, so B is K-linear. But then the xi’s

generate R as a K-algebra, so B “ 0, as desired. �

Given R “ Krx1, . . . , xns, K0 Ď K a field, and tkju elements forming a tr or p basis, and a sequence of

elements f1, . . . , ft P R, we define the extended (column) Jacobian to be the matrix
»

—

—

—

—

—

—

—

—

–

df1
x1

¨ ¨ ¨
dft
x1

...
...

...
df1
xn

¨ ¨ ¨
dft
xn

df1
dk1

¨ ¨ ¨
dft
dk1

...
...

...

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.

We allow the possibility of an infinitely tall matrix in the case of an infinite transcendence/p-basis.

We record the discussion above as a lemma.

Lemma 4.17. Given R “ Krx1, . . . , xns, K0 Ď K a field, and tkju elements forming a tr or p basis, and a

sequence of elements f1, . . . , ft P R, ith column of the extended Jacobian matrix is the vector of coordinates

of dfi in ΩR|K0
in the basis dx1, . . . , dxn, tdkiu.

Theorem 4.18. Let K be a field and R “ Krx1, . . . , xns{I. Let K0 Ď K be a perfect field. Then, for

p P SpecpRq, the following are equivalent:

‚ Rp is regular



MATH 918 LECTURE NOTES, SPRING 2023 59

‚ The rank of extended column Jacobian for I over κppq is the height of ISq.

Proof. This is entirely analogous to that in the perfect case, noting that the map d is injective. �

Example 4.19. Let K “ Fpptq, S “ Krxs, and R “ S{pxp ´ tq. K contains the perfect field K0, and there

is a derivation of K over K0 given by d
dt . Then the extended Jacobian matrix for R is

«

0

´1

ff

aligning with the conclusion that R is regular.

Corollary 4.20. Let K be a field and R “ Krx1, . . . , xns{I. Suppose that the height of each minimal prime

of I is h. Let K0 Ď K be a perfect field. Then, the singular locus of R is the ideal of h ˆ h minors of an

extended column Jacobian matrix on a generating set for I.

Proof. The proof follows the same lines as in the case K0 “ K: since K0 is perfect, the universal differential

over K0 is injective, so Rp is regular if and only if the rank of the extended Jacobian at p equals the height

of ISq. �

Corollary 4.21. Let R be essentially of finite type over a field K. Then the singular locus of R is closed.

Proof. Follows as in the perfect case. �

Remark 4.22. Let R be a ring. A subset X Ď SpecpRq is specialization closed if for any p P X and q Ě p,

q P X. A closed subset of SpecpRq is necessarily specialization closed, but the converse is false. For example,

in SpecpZq, the set of maximal ideals is specialization closed but not closed: any closed subset V pIq “ V ppnqq

if not containing p0q must have n ‰ 0, and n has finitely many prime divisors, so V ppnqq is finite.

It is a theorem that the singular locus of any Noetherian ring is specialization closed. However. . .

4.4. A Noetherian ring with nonclosed singular locus.

Theorem 4.23. There is a Noetherian domain of dimension one whose singular locus is not closed.

Let T “ Crx1, x2, . . . s be a polynomial ring in countably many variables. Let S Ď T be the subring

S “ Crx2
1, x

3
1, x

2
2, x

3
2, . . . s.

Set pi “ px
2
i , x

3
i q for each i, and let W “ S r

Ť

iPN pi. Note that W “
Ş

iPNpS r piq is an intersection of

multiplicatively closed sets, so W is multiplicatively closed. We will show that R “ W´1S is a Noetherian

domain for which SingpRq is not closed.

The hard part is showing this ring is Noetherian. We’ll use a couple of lemmas.

Lemma 4.24. Let R be a ring. Suppose that Rm is Noetherian for every maximal ideal m and every nonzero

element of R is contained in at most finitely many maximal ideals. Then R is Noetherian.

Proof. Let I1 Ď I2 Ď I3 Ď ¨ ¨ ¨ be an ascending chain of ideals; without loss of generality, I1 is nonzero. By

hypothesis, VmaxpI1q is finite, and VmaxpIiq Ě VmaxpIi`1q for every i by definition. A descending chain of

finite sets stabilizes, so X “ VmaxpIiq stabilizes. Then for each m P X, the chain

pI1qm Ď pI2qm Ď pI3qm Ď ¨ ¨ ¨

stabilizes. In particular, there is some t such that pIiqm “ pIi`1qm for all i ě t and all maximal ideals

containing Ii`1. Thus, SupppIi`1{Iiq contains no maximal ideals, hence is empty, so Ii “ Ii`1 for all i ě t;

i.e., the chain stabilizes. �



60 MATH 918 LECTURE NOTES, SPRING 2023

Lecture of May 9, 2023

The next lemma says that the conclusion of prime avoidance holds for the collection of pi (which is infinite,

so the usual hypothesis does not).

Lemma 4.25. Let S, pi be as above. Then for any ideal I of S, if I Ď
Ť

iPN pi, then I Ď pi for some i.

Proof. If I “ 0 this is clear, so suppose I ‰ 0, that I Ď
Ť

iPN pi. For s P S, set

vpsq :“ ti | f P piu “ ti | xi divides f in T u.

Since s involves finitely many variables, vpsq is finite for each nonzero s P S. Our hypothesis translates to

saying vpfq is nonempty for each f P I.

We claim that for any f, g P I, there is some h P I with vphq Ď vpfq X vpgq. Namely, let k be larger than

the index of any variable in f or g, and t be an integer greater than the degree of f and set h “ f ` xtkg.

Then f and xtkg have no monomials in common (since the degrees of all the monomials in xtkg are at least t

and the degree of the monomials in f are all less than t) so none can cancel from each other. In particular,

if x` divides h in T , then x` divides both f and xtkg in T ; i.e., vphq Ď vpfq X vpgq as claimed.

Thus, fixing some nonzero f P I, for every g P I, vpfq X vpgq is nonempty. That means that every g P I

is in some pi for i P vpfq, so I Ď
Ť

iPvpfq pi, which is a finite union of primes. By the usual version of prime

avoidance, I Ď pi for some i. �

It follows that the maximal ideals of R are piR. Indeed, the prime ideals of R correspond to ideals q of

S that do not intersect W , so are contained in
Ť

i pi, and thus by the lemma, are contained in some pi.

Now RpiR “ Spi . Set Li :“ Kptxj | j ‰ iuq “ fracpKrx2
j , x

3
j | j ‰ isq. We have

Spi “ pS r piq
´1S “ pS r pq´1pKrx2

j , x
3
j | j ‰ isr t0uq´1S – pS r piq

´1Lirx
2
i , x

3
i s.

We claim that Lirx
2
i , x

3
i spiLi – Spi . Indeed, pS r piq

´1 Ď Lirx
2
i , x

3
i sr ppiLiq, so

pS r piq
´1Lirx

2
i , x

3
i s Ď Lirx

2
i , x

3
i spiLi .

On the other hand, any element of Lirx
2
i , x

3
i sr piLi can be written as a fraction with numerator in S r pi,

so the equality holds.

For each i, this is a Noetherian ring of dimension one that is not regular. From the first lemma, and the

observation in the proof of the second lemma that every element of S is in at most finitely many pi, we see

that R is Noetherian. thus R is a one-dimensional Noetherian domain. The localization at p0q is a field,

hence regular, and every other prime is maximal, so the singular locus of R is the (infinite) set of its maximal

ideals. But this set has infinitely many minimal elements, so it is not closed. �

5. P-derivations and Jacobian criteria in mixed characterstic

5.1. P-derivations. We end by describing some recent results characterizing singularities in mixed charac-

teristic. First, we discuss the basic examples of rings of mixed characteristic.

Example 5.1. Let p be a prime integer. The ring Zppq (consisting of fractions with denominator coprime

to p) is a local ring of mixed characteristic: its characteristic is zero and its residue field is Fp. Its maximal

ideal is generated by p. This is a one-dimensional regular Noetherian local domain.

The completion of this ring is the ring yZppq of p-adic integers. Any element can be realized as a consistent

sequence of residue classes modulo pn. Given such a sequence, for an P Z{pn, take the unique representative

between 0 and pn ´ 1. Then a`1 ´ an “ bnp
n for some unique bn P t0, 1, . . . , p ´ 1u. Thus, every element
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of yZppq is represented by a unique series of the form
ř8

n“0 bnp
n with 0 ď bn ă p. The arithmetic of series

represented like so is strange: one as
`

pp´ 1q ` pp´ 1qp` pp´ 1qp2 ` ¨ ¨ ¨
˘

` 1 “ 0! This is a complete local

one-dimensional regular Noetherian ring with maximal ideal ppq.

Definition 5.2. Let R be a ring and p a prime integer. Let S be an R-algebra. A p-derivation from R to

S is a function δ : RÑ S such that

(1) δp1q “ 0

(2) δpx` yq “ δpxq ` δpyq ´ Cppx, yq

(3) δpxyq “ xpδpyq ` ypδpxq ` pδpxqδpyq,

where Cppx, yq “
řp´1
i“1

ppiq
p x

iyp´i.

Note that Cppx, yq is a polynomial expression with integer coefficients, since p|
`

p
i

˘

for such i. For example,

C2px, yq “ xy and C3px, yq “ x2y ` xy2. Note also that every term of Cppx, yq is a multiple of x and y.

We note that the target of a p-derivation must be an R-algebra and not just an R-module, since one needs

to make sense of δpxqδpyq.

Lemma 5.3. Let δ : RÑ S be a p-derivation.

(1) δp0q “ 0

(2) δp´xq “

$

&

%

´δpxq if p ‰ 2

´δpxq ` x2 if p “ 2
.

Proof. (1) We have

0 “ δp1q “ δp1` 0q “ δp1q ` δp0q ` Cpp1, 0q “ 0` δp0q ` 0.

(2) We have

0 “ δp0q “ δpx` p´xqq “ δpxq ` δp´xq ´ Cppx,´xq.

We have C2px,´xq “ xp´xq “ ´x2 and for p odd,

Cppx,´xq “
p´1
ÿ

i“1

`

p
i

˘

p
p´xqixp´i “ xp

p´1
ÿ

i“1

p´1qi
`

p
i

˘

p
“ 0. �

Example 5.4. On Z, the function

δpnq “
n´ np

p

from Z to itself is a p-derivation. Indeed, δp1q “ 0,

δpm` nq “
pm` nq ´ pm` nqp

p
“
m` n´mp ´ np ´

řp´1
i“1

`

p
i

˘

minp´i

p
“ δpmq ` δpnq ´ Cppm,nq,

and

mpδpnq`npδpmq`pδpmqδpnq “
mpn´mpnp ` npm´mpnp

p
`
ppmn´mpn´ npm`mpnp

p2
“
mn´ pmnqp

p
“ δpmnq.

For example, for p “ 2, δp6q “ 6´62

2 “ ´15.

This is the unique p-derivation on Z (for p fixed), since the value at 1 determines all values on N by the

sum rule and induction, and the values at 0 and negative integers are determined by the lemma above.

Suppose that n is a multiple of p and write n “ upa with pu, pq “ 1. Then

δpupaq “
upa ´ upppa

p
“ upa´1p1´ up´1papp´1qq
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is divisible by exactly one less power of p. In this sense, this function is like a derivative by p.

Remark 5.5. If δ : R Ñ S is any p-derivation, then the restriction of δ to the prime ring (image of Z) is

again a p-derivation. If R has characteristic p, so p “ 0 in R, then

0 “ δp0q “ δppq “ 1´ pp´1

in S, but S must also have characteristic p, so 0 “ 1 in S; a contradiction. That is, a ring of characteristic

p admits no p-derivations.

The following is where p-derivations come from.

Proposition 5.6. Let R be a ring, p be a prime, and S be an R-algebra. If δ : RÑ S is a p-derivation then

the function Φ : R Ñ S given by Φprq “ rp ` pδprq is a ring homomomrphism, and the converse holds if p

is a nonzerodivisor on S.

Proof. Suppose that δ is a p-derivation. Then,

‚ Since δp1q “ 0, we have Φp1q “ 1p ` pδp1q “ 1.

‚ Since δpx` yq “ δpxq ` δpyq ´ Cppx, yq, we have

Φpx`yq “ px`yqp`pδpx`yq “ xp`yp`pCppx, yq`pδpxq`pδpyq´pCppx, yq “ xp`pδpxq`yp`pδpyq “ Φpxq`Φpyq.

‚ Since δpxyq “ xpδpyq ` ypδpxq ` pδpxqδpyq, we have

Φpxyq “ pxyqp ` pδpxyq “ xpyp ` pxpδpyq ` pypδpxq ` p2δpxqδpyq “ pxp ` pδpxqqpyp ` pδpyqq “ ΦpxqΦpyq.

The converses are similar, noting that one ends up with terms of the form p? “ 0 and needs that p is a

nonzerodivisor to conclude ? “ 0. �

Example 5.7. Let R “ Zppqrx1, . . . , xns. Then the function δ : RÑ R given by

δpfpx1, . . . , xnqq “
fpxp1, . . . , x

p
nq ´ fpx1, . . . , xnq

p

p

is a p-derivation, since Φpfpx1, . . . , xnqq “ fpx1, . . . , xnq
p ` pδpfpx1, . . . , xnqq “ fpxp1, . . . , x

p
nq is a ring

homomorphism.

For example, for p “ 3, the function defined above sends 3´ 2xy to

3´ 2x3y3 ´ p3´ 2xyq3

3
“

3´ 27` 54xy ´ 36x2y2 ´ 2x3y3 ` 8x3y3

3
“ 8` 18xy ´ 12x2y2 ` 2x3y3.

Example 5.8. We can generalize the above as follows: let A be a ring with a p-derivation δ, and R “

Arxλ |λ P Λs. Assume that p is a nonzerodivisor on A. Set φpaq “ ap ` pδpaq, and Φ : R Ñ R by Φ|A “ φ

and Φpxλq “ xpλ. Then Φpfq ” fp mod p since this is a ring endomorphism of R that is zero on each xλ

and on A. Setting

∆pfq “
Φpfq ´ fp

p

we get a p-derivation on R extending δ.

Lecture of May 11, 2023

Definition 5.9. A δ-ring is a pair pR, δq where δ is a p-derivation on R.

5.2. Perivations. The target of a p-derivation is an algebra and not a module, so we can’t make sense of a

universal target module akin to the module of differentials. However, if p “ 0 in the target, then the product

rule simplifies in a useful way.
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Definition 5.10. Let R be a ring and p be a prime integer. Let M be an R-module with pM “ 0. A map

α : RÑM is a perivation if

(1) αp1q “ 0

(2) αpx` yq “ αpxq ` αpyq ` Cppx, yqαppq

(3) αpxyq “ xpαpyq ` ypαpxq

If pA, δq is a δ-ring and R is an A-algebra, we say that α is a perivation over pA, δq if also αpaq “ αppqδpaq

for all a P A.

Remark 5.11. If M is an R-algebra with pM “ 0, then a p-derivation from R to M is the same thing as a

perivation with αppq “ 1.

Remark 5.12. A perivation with αppq “ 0 looks similar to a derivation; there are just pth powers on the

product rule.

To make this line up, let M be an R{pR module, and let FR{pR be the Frobenius map on R{pRÑ R{pR.

Let FR{pR˚pMq be the R{pR-module obtained by restriction of scalars through F : this is identical to M as

a set, but an element of r sends m to rpm instead. The function α : R{pRÑM satisfies

‚ αpx` yq “ αpxq ` αpyq

‚ αpxyq “ xpαpyq ` ypαpxq

if and only if the same function α : R{pRÑ FR{pR˚pMq is a derivation: the first condition is additivity, and

writing ‹ for the FR{pR˚pMq action, the second translates to

αpxyq “ xpαpyq ` ypαpxq “ x ‹ αpyq ` y ‹ αpxq.

Furthermore, if α : RÑM with pM “ 0 satisfies the perivation axioms with αppq “ 0, then α is additive

and hence αppRq Ď pM “ 0, so α factors through R{pR, and the map R Ñ R{pR Ñ FR{pR˚pMq is a

derivation; conversely if R Ñ FR{pR˚pMq is a derivation, it is additive so it factors through pR and we

again get a perivation with αppq “ 0. Thus, a perivation with αppq “ 0 is the same thing as a derivation

α : RÑ FR{pR˚pMq. We call such a map a derivation of Frobenius.

The “over pA, δq” condition for a derivation of Frobenius considered as a perivation is equivalent to

αpaq “ 0 for all a P A, which is equivalent to A-linear.

Example 5.13. Let A be a ring in which p is not a unit (so A{pA ‰ 0) and R “ Arxs. Then the map

B : RÑ R{pR, Bprq “ p drdx q
p is a derivation of Frobenius: we have

Bprsq “
`dprsq

dx

˘p
“
`

r
ds

dx
` s

dr

dx

˘p
“ rpBpsq ` spBprq.

Remark 5.14. Let R be a ring of characteristic p and M be an R-module (which necessarily satisfies pM “ 0).

If α is a perivation from R to M , then αppq “ αp0q “ 0, so every perivation is a derivation of Frobenius.

Lemma 5.15. Let R be a ring and p be a prime integer. Let M be an R-modules with pM “ 0.

(1) If α, β : RÑM are perivations, then so is α` β.

(2) If α : RÑM is a perivation, and r P R, then rα is a perivation.

(3) If α : RÑM is a perivation, and γ : M Ñ N is R-linear, then γα is a perivation.

(4) If α : RÑM is a perivation, and ψ : S Ñ R is a ring homomorphism, then αψ is a perivation.

Likewise for perivations over pA, δq.

In particular, the set of perivations into a module is itself a module, denoted PerRpMq. The set of

perivations over pA, δq is a module, denoted PerR|pA,δqpMq.
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Definition 5.16. Let R be a ring and p be a prime integer. A universal perivation for R is a perivation

d̃R : R Ñ rΩR such that for any perivation α : R Ñ M , there is a unique R{pR-module homomorphism
rΩR

θ
ÝÑM such that α “ θd̃.

R
d̃R //

α
  

rΩR

θ

��
M

.

We call the target module of a universal perivation a universal perivation module and denote it by rΩR.

Likewise for perivations over pA, δq, we denote a universal perivation over pA, δq by d̃R|pA,δq and the universal

perivation module over pA, δq by rΩR|pA,δq.

Theorem 5.17. For any ring R, there exists a universal perivation d̃R : R Ñ rΩR, and given any other

universal perivation d̃1R : RÑ rΩ1R, there is a unique isomorphism θ making the diagram commute:

R
d̃R //

d̃1R ��

rΩR

θ

��
rΩ1R

.

Likewise for perivations over pA, δq.

Remark 5.18. If p is a unit in R, then rΩR “ 0 (and likewise over and pA, δq), since any R-module with

pM “ 0 is the zero module.

This construction almost coincides with the Kahler differential construction in positive characteristic.

Remark 5.19. Let R
φ
ÝÑ S be a homomorphism of rings. We recall for any R-module M and S-module N

that there is an isomorphism

HomSpφ
˚pMq, Nq

η˚

–
// HomRpM,φ˚pNqq

θ � // θ ˝ η

where η is the map M Ñ φ˚pMq.

Now, if R has characteristic p ą 0, consider the map R
FR
ÝÝÑ R. For any R-modules M and N we get an

isomorphism

HomRpF
˚
RpMq, Nq

η˚

–
// HomRpM,FR˚pNqq

θ
� // θ ˝ η

where η is the map M Ñ FR
˚
pMq.

Proposition 5.20. Let pA, δq be a δ-ring. Let R be an A-algebra with pR “ 0. Then rΩR|pA,δq “ F˚RpΩR|Aq

with universal perivation d̃ “ η ˝ d.
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Proof. We know that any perivation is an A-linear derivation of Frobenius. Consider the diagram

ΩR|A
η //

β

��

F˚RpΩR|Aq

θ

��

R

dR|A
;;

α ##

α

**
FR˚pMq M

Since α with target FR˚pMq is a derivation, there is a unique R-linear β making the diagram commute. Then

by extension of scalars, there is a unique R-linear θ making the diagram commute. Thus ηdR|A satisfies the

universal property. �

Theorem 5.21. Let pA, δq be a δ-ring and R “ Arxλ | λ P Λs. Then the universal perivation module over

A, ΩR|pA,δq, is a free R{pR module with basis td̃xλ | λ P Λu Y td̃pu, and the universal perivation is given by

d̃R|pA,δqprq “ ∆prqd̃p`
ÿ

λPΛ

p
dr

dxλ
qpd̃xλ,

where ∆ is some extension of δ to R (which exists as discussed above).

In particular, for R “ Zppqrx1, . . . , xns, the universal perivation module is free on d̃p, d̃x1, . . . , d̃xn and the

universal perivation is

f ÞÑ
fpxpq ´ fpxqp

p
d̃p`

ÿ

i

p
df

dxi
qpd̃xi.

Proof. This is a sum of perivations, hence a perivation. Given α, we must have θpd̃xiq “ αpxiq and θpd̃pq “

αppq, and since d̃p, d̃x1, . . . , d̃xn are a free basis, there is a unique map β satisfying this, so if θ exists, we

must have θ “ β. For this map, we have α and β ˝ d̃ are two perivations that agree on p and the xi’s. But it

follows from the sum and product rule that a perivation is determined by its values on this set, so α “ β ˝ d̃;

i.e., θ “ β makes the diagram commute, showing the universal property.

The unique iso statement follows exactly as in the case of differentials. �

Theorem 5.22 (Second fundamental sequence). Let pA, δq be a δ-ring, and R
φ
ÝÑ S “ R{I be a map of

A-algebras. Then there is an exact sequence

FS{pSpI{pI
2, pIqq

d̃
ÝÑ S bR rΩR|pA,δq Ñ rΩS|pA,δq Ñ 0.

Furthermore, if A{pA is a perfect field and I is a maximal ideal containing p, the first map is injective.

Definition 5.23. Let pA, δq be a δ-ring and S “ Arx1, . . . , xns. Let ∆ be a p-derivation on S extending δ.

For a sequence of elements f1, . . . , ft P S, we define the mixed (column) Jacobian matrix to be

rJT pf1, . . . , ftq “

»

—

—

—

—

–

∆pf1q ¨ ¨ ¨ ∆pftq

p
df1
dx1
qp ¨ ¨ ¨ p

dft
dx1
qp

...
. . .

...

p
df1
dxn
qp ¨ ¨ ¨ p

dft
dxn
qp

fi

ffi

ffi

ffi

ffi

fl

.

Theorem 5.24. Let pA, δq be a δ-ring and S “ Arx1, . . . , xns. Let ∆ be a p-derivation on S extending δ.

Let I “ pf1, . . . , ftq and R “ S{I. Let q be a prime containing I, and let p “ qR. Then rΩRp|pA,δq is the

Rp{pRp-module with presentation matrix rJT pf1, . . . , ftq.
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Sketch: Follows from the second fundamental sequence + universal perivation modules localize. �

Theorem 5.25. Let S “ Zrx1, . . . , xns. Let R “ S{I, with I “ pf1, . . . , ftq, let p be a prime ideal of R

containing p, and q the preimage of p in S. The following are equivalent:

(1) Rp is regular

(2) rΩRp
is free of rank h :“ n´ htpISqq

(3) p Ě Ihp rJ
T pf1, . . . , ftqq.

Example 5.26. Let R “ Zr 3
?
ns with n squarefree (and not equal to 0, 1). Let us determine which of these

are regular using the theorem. We have R “ Zrxs{px3 ´ nq, using that n3 R Z.

Now, the set of singular primes containing p is VRpp, δpx
3 ´ nq, 3x2q (from the 1ˆ 1 minors of the mixed

Jacobian), where δ is a p-derivation on Zppqrxs. Let’s simplify this ideal up to radical.

We compute

δpx3 ´ nq “
x3p ´ n´ px3 ´ nqp

p
“ δp´nq ´ Cppx

3,´nq

Since x3 ” n in R, we have

δpx3 ´ nq “ δp´nq ´ Cppn,´nq.

If p ‰ 2, then δp´nq “ ´δpnq and Cppn,´nq “ 0, so δpx3 ´ nq “ ´δpnq; if p “ 2, then δp´nq “ ´δpnq ` n2

and Cppn,´nq “ ´n
2, so δp´nq “ ´δpnq`2n2 ” ´δpnq mod p “ 2. So the set of singular primes containing

p is VRpp, δpnq, 3x
2q.

If p ‰ 3, then this is VRpp, δpnq, x
2q “ VRpp, δpnq, xq “ VRpp, δpnq, n, xq, using the defining equation.

If p - n, then pp, nq “ 1 and this is empty. If p | n, by squarefree hypothesis, p2 - n, but by last time’s

computation, p - δpnq, so pp, δpnqq “ 1, and this is empty again.

If p “ 3, then this is VRp3, δpnqq. If 3 | δpnq, then this is just VRp3q “ tp3, 1 ` 3
?
nqu; if 3 - δpnq, then

p3, δpnqq “ 1 and this is empty.

Observe that δp9kq “ 93δpkq ` k3δp9q ` 3δpkqδp9q is a multiple of 3, since δp9q is, and then δpa ` 9kq “

δpaq ` δp9kq ` C3pa, 9kq is congruent to δpaq modulo 3. We then compute for i “ 0, . . . , 8,

n ´4 ´3 ´2 ´1 0 1 2 3 4

δpnq 20 8 2 0 0 0 ´2 ´8 ´20

Thus, δpnq is only a multiple of 3 if n ” ˘1 (or 0) modulo 9.

In particular, Zr 3
?

35s and Zr 3
?

37s are not regular, whereas Zr 3
?

39s, Zr 3
?

41s, and Zr 3
?

43s are.



Index

A-linear derivation, 2

Cppx, yq, 61

I-adic topology, 42

I-adically complete, 42

I-adically separated, 42

S bRM , 20

rα, βs, 8

DerRpMq, 5

DerφpMq, 5

EndApNq, 8

ΓR|A, 30

HolopCq, 1

HomRpL,αq, 17

HomRpM,Nq, 17

HomRpα,Lq, 17

α˚, 17

α˚, 17

C8pRq, 1
d
dxλ

, 3
d
dx , 2

κppq, 36

κpφ, pq, 36

φ˚pMq, 20

φ˚, 19

p-basis, 40

p-degree, 40

p-independent, 40

p-spanning, 40
d
dx |x“x0

, 3

étale, 34

algebraic, 38

algebraically independent, 39

base change, 23

coefficient field, 49

Cohen ring, 52

Cohen structure theorem, 51

cokernel, 20

column Jacobian, 28

commutator, 8

complete, 42

conormal map, 30

consistent sequence, 44

contravariant functor, 17

cotangent space, 14

covariant functor, 17

demotion, 19

derivation, 2

derivation of Frobenius, 63

derivation over A, 2

derivative at x “ x0, 3

endomorphism, 8

entire, 1

essentially étale, 34

essentially algebra-finite, 30

essentially finitely presented, 30

essentially smooth, 34

essentially unramified, 34

Euclidean, 11

extended Jacobian, 58

extension of scalars, 20, 23

fiber ring, 36

finitely presented, 30

flat, 22, 33

formally étale, 33

formally smooth, 33

formally unramified, 33

holomorphic, 1

infinitely-differentiable functions on R, 1

inseparable, 38

Jacobian, 28

Jacobian matrix, 12

left exact sequence, 16

Lie algebra, 8

linear part, 12

locally free, 29
67



68 INDEX

mixed Jacobian matrix, 65

module of homomorphisms, 17

nonsingular, 14

p-adic integers, 60

p-derivation, 61

perfect, 51

presentation matrix, 20

projective, 29

promotion, 20

purely transcendental, 39

regular ring, 14

residue field, 36

restriction of scalars, 19

row Jacobian, 28

separable, 38

separated, 42

singular, 14

singular locus, 56

smooth, 34

specialization closed, 59

tangent space, 14

total derivative, 4

transcendence basis, 39

transcendental, 38

universal derivation, 24

unramified, 34

Zariski, 11


	1. Derivations
	1.1. Definition and first examples
	1.2. Properties of derivations
	1.3. Derivations and ideals
	1.4. Quick review of affine varieties
	1.5. Localization
	1.6. Left-exact sequences

	2. Kahler differentials
	2.1. Restriction and extension of scalars
	2.2. Kahler differentials
	2.3. Jacobi-Zariski sequence
	2.4. Unramified, smooth, and étale maps
	2.5. Regular rings revisited
	2.6. Smoothness vs regularity

	3. Coefficient fields and complete local rings
	3.1. Transcendence bases and p-bases
	3.2. Completion
	3.3. Three main technical things about completion
	3.4. Coefficient fields and Cohen Structure Theorem

	4. Return to Jacobian criterion
	4.1. Ideals of minors and free modules
	4.2. Jacobian criterion for singular locus over perfect fields
	4.3. Jacobian criteria over arbitrary fields
	4.4. A Noetherian ring with nonclosed singular locus

	5. P-derivations and Jacobian criteria in mixed characterstic
	5.1. P-derivations
	5.2. Perivations

	Index

